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11. Summary of the new findings of the thesis:  

The dissertation focuses on the following objectives:  

• Propose concept drift detection models based on ensemble learning and model’s 

hyperparameters optimization. 

• Propose concept drift classification models using prototypical networks and sliding 

window strategies to handle various types of drift. 

• Propose a drift type classification model based on representation space analysis and 

optimization. 

The subjects of the research are the models for handling concept drift and the techniques 

applied within those models. 

The dissertation adopts a mixed-methods approach that combines qualitative and quantitative 

research. 

• The qualitative part involves analyzing concepts and models from a broad range of 

related literature and research materials aligned with the research objectives. 

• The quantitative part consists of building and executing experimental systems, 

designing relevant scenarios to evaluate the performance of the proposed techniques 

and models, and validating the effectiveness of the proposed solutions. 



 

 

Contributing to the global research trend on concept drift handling, the dissertation delivers 

three main contributions: 

• Improved Drift Detection Framework: The dissertation proposes an enhanced 

framework based on the ERICS framework (Haug et al., 2020), introducing two 

models: 

o E-ERICS: Combines four base models to identify both sudden and 

incremental drift points. 

o ERICS+3: Combines three base models to detect gradual drift points. 

• Improved Drift Classification Frameworks: Two improved classification 

frameworks are proposed: 

o VAR-WIND: Enhances the feature extraction stage of Meta-ADD (Hang Yu 

et al., 2022) by applying various windowing strategies. 

o MetaLDD-Finetune: Introduces a fine-tuning stage after the pre-training phase 

of to improve drift type classification accuracy. 

• Propose a Drift Classification Framework Based on Feature Space Optimization: 

A novel framework called CS&AM_SC is developed to improve drift type 

classification by optimizing the representation space of prototypical networks.  

12. Practical applicability. 

13. Further research directions. 

• First, conduct research on applying the DriftLens method proposed by Greco et al. to 

the drift detection process in E-ERICS/ERICS+3, and experiment on datasets 

containing strong noise and subtle drift patterns. 

• Second, carry out experiments to directly compare foundational few-shot learning 

architectures (Siamese Networks and Relation Networks) with the prototypical 

network under the same conditions and datasets. 
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