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LUẬN ÁN TIẾN SĨ KỸ THUẬT ĐIỆN TỬ 
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Introduction

Radio Frequency Identification (RFID) has been the breakthrough of wireless authen-

tication technology for the past few decades. Initializing in World War II (WWII)

by the British, American, and German Air forces, RFID technology has been utilized

for identifying and authenticating whether an aircraft belonged to the Allies or the

Nazis. After the victory of WWII, RFID technology was developed for widespread use

in several civil applications, such as supply chain management and access control, due

to its benefits of low cost and high reliability.

Generally, in the RFID system, there are two main parties: tags and a reader

for authentication. Depending on the particular application, the tags could utilize

the internal battery (active RFID tags) or energy harvesting (passive RFID tags).

Reducing the internal battery helps the device become smaller and cheaper. Besides,

utilizing the passive RFID tags helps us remove the need for battery replacement. As

a result, passive RFID tags significantly contribute to the development of hand-held

applications such as e-passports, civil cards, contactless payment cards, and inventory

tracking. Therefore, the market for total RFID, particularly passive RFID tags, is

expected to grow significantly in the next few years.

Although the passive RFID technology, which is deployed in several critical applica-

tions, offers significant advantages, it still exhibits several inherent limitations. Their

dependence on wireless communication and physical hardware renders them vulner-

able to exploitation through both electromagnetic interception and direct tampering

with embedded components. To mitigate these vulnerabilities, integrating embedded

cryptographies within the secured protocols into passive RFID tags is critical to secure

user data that is transmitted over the communication channels. Asymmetric cryptog-

raphy has emerged as a robust solution, leveraging its unique properties. Notably, in

this authentication scheme that utilizes asymmetric cryptography, each party of the

authentication communication (e.g., tags and reader) will maintain a pair of matching

keys: a private key (kprivate), stored securely on the device and a public key (kpublic)
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shared network-wide. Among asymmetric cryptographic methods, Elliptic Curve Cryp-

tography (ECC) is notable for achieving equivalent security levels to other algorithms

while requiring significantly lower computational complexity. The deployment of Ellip-

tic Curve Cryptography (ECC) on passive RFID tags presents significant challenges,

primarily due to the following constraints:

1. Physical resource limitations: Passive RFID tags face strict restrictions in

power consumption, area cost, and latency. As the passive RFID tag harvests

energy from the electromagnetic field over the rectifier antenna (rectenna), its

operational power is limited by the efficiency of energy conversion. Besides, the

communication time between the tag and the reader is quite short and standard-

ized, which caps interaction time at 20 milliseconds, according to the ISO/IEC-

14443, severely restricting available energy. Therefore, the harvested energy of

the tag is significantly constrained. Additionally, minimizing the design’s physical

footprint is critical to reducing manufacturing expenses.

2. Security requirements: Protection approaches for the passive RFID tags to

be robust against wireless and hardware attacks present a complementary com-

plexity in processing. In particular, at the protocol layer, addressing the wireless

attacks, countermeasures for ECC-based authentication protocols tend to imple-

ment additional security primitives, such as random generators, hash functions,

and supplementary scalar multiplication steps. Consequently, the implementa-

tion costs of the system dramatically increase. Regarding hardware challenges,

hiding or masking techniques are designed to prevent side-channel attacks that

could expose secret keys. These techniques require additional calculations during

processing to minimize the leakage of the secret key through side channels.

This thesis aims to propose an efficient hardware design of an ECC-based authentica-

tion protocol, which is the solution to the above-mentioned challenges. The proposed

hardware design balances the physical resource limitations and also the security re-

quirements. Firstly, we propose a novel algorithm with the corresponding architecture

for Binary Edwards Curves (BEC). The area footprint and power consumption must

be measured and compared to the state-of-the-art to demonstrate the efficiency of the

proposed method.

Nevertheless, employing the ECC-based authentication protocol is processed over

multiple design layers, from the protocol to the security primitives; there is a wide

range of choices, such as communication schemes, algorithms, or architectures in each

layer. Therefore, the design space of the ECC-based authentication protocol is compli-

cated for designers to explore. Besides, there are issues of multi-object optimization in a

2



wide design space, as the ECC-based authentication protocol raises the time-to-market,

which also impacts production expenses. Addressing this problem, we propose an in-

novative design methodology named Early Evaluation Meet-in-the-Middle (EEMitM),

which enables designers to quickly evaluate and choose the most compatible design

with the input requirements. The dissertation covers the following key contributions:

1. We proposed and implemented a low-cost, low-power Elliptic Curve Cryptogra-

phy hardware architecture using Binary Edwards Curve (BEC), targeting the

passive RFID tags by utilizing the conventional Top-down design methodology.

The synthesized BEC that uses the TSMC CMOS 65nm technology shows the

benefits of minimizing power consumption and physical area footprint. Besides,

the proposed design is also secured against the Side-Channel Attack by passing

the Test Vector Leakage Analysis (TVLA). This work is published in [C1].

2. To address the issue of time-to-product, an innovative EEMitM design method-

ology is proposed. The goal of this proposal is to provide a framework that

helps designers quickly choose the most compatible design that meets multiple

objectives of the constraints. To further reduce the effort for evaluating the se-

curity, we also propose a new approach to generate the pseudo power trace. This

research is published in [C2, C3, J1, P1].

The thesis is divided into four major chapters to discuss these contributions in more

detail. In chapter 1, the dissertation gives a brief introduction to the RFID system

and the related security issues. This also demonstrates the motivation and objective

of the thesis.

Chapter 2 presents an overview of the state-of-the-art design methodologies for

hardware implementation. Conventional approaches, such as Top-down and Bottom-

up, are quickly reviewed before an analysis of emerging AI-driven design methodologies.

In the following, a particular design flow for hardware security design is presented to

understand the security evaluation approaches that are supplemented into the men-

tioned conventional approaches.

Chapter 3 demonstrates our proposal of a low-cost, low-power point multiplication

over Binary Edwards Curve (BEC), targeting the passive RFID tags. This proposal is

employed according to the conventional design methodology, the Top-down approach.

This design is synthesized by using the CMOS TSMC 65nm technology. The synthe-

sized results show the compatibility of the proposed design with the resource constraints

of passive RFID tags.

The last chapter focuses on the innovation of EEMitM design methodology for ECC-

based authentication protocol for passive RFID tag applications. Firstly, the general

3



illustration of the proposed EEMitM is presented to provide systematic insights into

the proposal. In the following, the complementarities of the early estimation and

evaluation approaches are demonstrated in detail.

Finally, the thesis is concluded with a summary of our main contributions. Future

works include the packaging plan and further development of the proposed EEMitM

design methodology as an Electronic Design Automation framework.
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Chapter 1

RFID System and Security Issues
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1.1 General Concepts of Secured Passive RFID Sys-

tems

1.1.1 Authentication System by Radio Frequency

Radio Frequency Identification (RFID) is a technology that leverages radio frequency

signals to transmit data, enabling the identification and authentication of objects

within a system. In a general system, there are two common elements: a Reader

and Tags, as demonstrated in Figure 1.1. The tag uses radio waves to broadcast its

Memory + IC

RFID tags

Reader

Data

Energy   

       

Figure 1.1: General Authentication System by Radio Frequency.

stored information to a dedicated reader device. Upon receiving the transmitted data,

the Reader employs a predefined authentication protocol to verify the object’s identity.

If the information aligns with authorized parameters, the system grants the object ac-

cess privileges or triggers subsequent actions, such as logging its presence or enabling

entry. This process ensures secure, efficient interaction between physical objects and

digital systems, with applications ranging from inventory management to secure access

control, covering both military and civil applications.

1.1.2 Radio Frequency Identification Tags

RFID systems are primarily divided into passive and active configurations, each tailored

for different applications. Active RFID tags, equipped with an integrated battery, can

transmit signals across extended distances, spanning hundreds of meters, making them

indispensable in logistics for real-time tracking of assets like shipping containers. Both

active and passive systems adhere to standardized protocols (e.g., ISO/IEC 14443

for proximity-based cards or EPCglobal for supply chain management) to guarantee

seamless compatibility between tags and readers worldwide.
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In contrast, passive RFID tags, as depicted in Figure 1.1, operate without an in-

ternal power source. Instead, they draw energy from the radio waves emitted by the

Reader to activate and transmit data. These low-cost, maintenance-free tags are ideal

for short-range uses. As a consequence, they are popular in a variety of applications,

such as retail stock management or contactless payment systems like credit cards.

Driven by these technological advantages, the global RFID market has experienced

remarkable growth. The efficiency of active tags in long-range logistics and the cost-

effectiveness of passive tags in retail and payment systems have fueled widespread

adoption. According to a 2024 report by Market Data Forecast [1], the RFID sector is

projected to expand at a compound annual growth rate (CAGR) of 7.08% through 2030,

reaching a valuation of USD 25.93 billion in 2033. The Asia-Pacific region, strengthened

by its large youth population and rapid technological integration, is anticipated to

dominate this growth, with its market value expected to surge to USD 4.5 billion

by 2028 at an impressive CAGR of 9.02%. This development highlights how RFID’s

versatility, from inventory tracking to secure authentication, is reshaping industries

globally in the following decades.

1.2 Challenges of Passive RFID Tags

Although RFID systems have significantly advanced due to their benefits, they also

face several drawbacks. This section provides a brief overview of passive RFID tags in

terms of implementation costs and security.

1.2.1 Limitations related to physical implementation costs

As previously outlined, passive RFID tags operate by harvesting energy from electro-

magnetic signals emitted by the reader. This energy is captured by the tag’s antenna,

converted into direct current (DC) via a rectifier circuit, and then distributed to crit-

ical components like the microcontroller unit (MCU), which controls the processor of

security primitives and memory, as described in Figure 1.1. Consequently, the over-

all efficacy of passive RFID systems hinges on the efficiency of this energy-harvesting

process, particularly the rectifier’s ability to convert radio frequency (RF) signals into

usable power.

According to a report by Xu et al. [2], the state-of-the-art rectifier is reported

to achieve peak conversion efficiencies of 45%, with a maximum output power of

−10dBm. Given that passive RFID tags typically consume no more than 100 µW

during operation, optimizing rectifier performance is paramount. However, designing
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high-efficiency rectifiers involves overcoming material and structural challenges, such

as impedance matching and minimizing parasitic losses. A key optimization strategy

consists of reducing the system’s power consumption, particularly in energy-intensive

modules like encryption engines. To meet stringent power budgets, designers often

simplify cryptographic algorithms or employ low-power hardware architectures.

Further complicating design efforts are industry requirements for rapid authenti-

cation. The ISO/IEC 14443 standard [3] specifies that authentication must be com-

pleted within 20 milliseconds, prompting the use of parallel processing architectures in

encryption modules. While parallelism reduces latency, it significantly increases power

consumption, forcing designers to strike a delicate balance between speed and energy

efficiency. Additionally, cost constraints drive efforts to minimize the physical foot-

print of the MCU and other integrated circuits. These multiple objectives focusing on

power efficiency and compact design underscore the multifaceted challenges in devel-

oping next-generation passive RFID systems tailored for applications like contactless

payments and IoT devices.

1.2.2 Security Challenges for Passive RFID Tags

In other aspects, such as wireless communication, passive RFID tags are vulnerable to

various threats. In the recent research, Juel et al. [4] described several vulnerabilities

of passive RFID tags. They are categorized into two groups based on the objects to be

attacked: hardware and wireless attacks. These vulnerabilities commonly exploit the

weakness in the authentication algorithms or cryptographic mechanisms to compromise

the security features, which are outlined in Table 1.1.

1.2.2.1 Wireless Attacks

Wireless vulnerabilities target the private information exchanged over wireless com-

munication channels. These attacks generally pursue two objectives: compromising

privacy or undermining system security. Privacy-focused attacks involve eavesdrop-

ping on communications or tracking RFID tags to extract sensitive data. In contrast,

security-focused attacks aim to impersonate legitimate tags or readers to execute fraud-

ulent transactions, such as unauthorized access or data manipulation.

Based on these objectives, wireless attacks are categorized into passive and active

attacks [4]. Passive attacks, such as eavesdropping, intercept transmitted messages

without altering their content. Active attacks, however, directly modify or replace

messages on the communication channel.
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Table 1.1: Security Characteristics of Passive RFID Tags.

Characteristics Definition

Mutual
authentication

Requires both the tag and the reader to authenticate
each other.

Confidentiality
Ensures the secret key is accessible only to authorized
parties.

Anonymity
This protects against the discovery and misuse of
identity.

Availability Ensures the RFID system remains reliably available

Scalability
The ability to handle a large number of tags without
overload. A scalable RFID protocol should avoid
performance degradation as tag numbers increase.

Forward security
This characteristic ensures that all the previous secret
keys cannot be recovered if the long-term key or
current session key is compromised.

Location privacy
Prevents disclosure of users’ location and movements
to untrusted entities.

Data integrity Ensures transmitted data is not modified.

Additionally, wireless attacks can be classified by their targets: tag-level attacks,

channel-level attacks, and system-level RFID attacks. Tag-level attacks are particularly

concerning for passive RFID systems. Due to the stringent cost and power constraints

of passive tags, robust encryption algorithms cannot be implemented, leaving them

vulnerable to attacks that exploit the secret data.

1.2.2.2 Hardware Attacks

In RFID systems, security algorithms and sensitive data are processed on shared hard-

ware components such as integrated circuits (ICs), digital signal processors (DSPs), and

registers. During operation, these components emit side-channel information—including

power consumption, processing time, and electromagnetic emissions. This information

directly correlates with cryptographic processing operations. Attackers exploit these

leaks by collecting and analyzing the data to deduce cryptographic keys, thereby com-

promising the system’s security.

Side-channel attacks target hardware leakage sources, such as power consumption

or electromagnetic radiation, particularly in passive RFID tags using lightweight cryp-
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tographic algorithms. Due to strict cost and power constraints, these tags often can not

implement adequate countermeasures, making them vulnerable to threats that exploit

correlations between secret keys and hardware behavior, such as execution time, tem-

perature fluctuations, or power draw to reverse-engineer keys. Among these techniques,

Power Analysis (PA) [5], which analyzes variation in power consumption during cryp-

tographic execution, is one of the most potent and widely used methods. By isolating

patterns in power traces, attackers can break encryption even in resource-constrained

environments. It is, therefore, necessary to implement complementary countermeasures

that mask or hide the secret key in the passive RFID tag.

1.3 Security Strategies for Passive RFID Tags

Addressing these vulnerabilities, the popular countermeasures for passive RFID tags

are implemented at several levels of the system. The countermeasures applied in the

Authentication protocols help secure communication against wireless attacks. Mean-

while, the implementations at the Cryptography primitives level enable the system to

be robust against hardware attacks.

1.3.1 Authentication and Identification Protocols

For RFID systems, the security aspect is a comprehensive concern that araises from

the combination of multiple mechanisms, such as cryptographic algorithms, random

generators, and authentication protocols for multiple RFID tags, readers, servers, and

end-user applications. Within the scope of this thesis, the concerned objectives are lim-

ited to exploring the security approaches for the hardware-constrained passive RFID

tags against the wireless and hardware vulnerabilities.

The authentication protocol establishes a structured exchange of messages between

a device seeking verification (RFID tag) and the verifying device (Reader). These in-

teractions confirm the validity and ownership of encrypted tokens (Token Messages)

managed by the reader. In some security setups, the protocol also ensures the RFID

tag can authenticate the reader’s identity, guaranteeing that the tag interacts only with

authorized devices.

Figure 1.2 presents an example of an authentication protocol proposed by Chou

et al. [6]. In this scheme, the RFID system communicates with five token messages

{C0, C1, C2, C3, C4}. On the RFID tag side, the device implements an Elliptic Curve

Cryptography (ECC) with a hash function.
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1. Choose , compute 

2. Choose k , compute 

Set , compute:

3. Compute and 

Check . Search in 
Database.
If found, accept and compute 

Else, choose a random number 4. Set 
Check 

Figure 1.2: An example of an authentication protocol for a passive RFID tag.

In optimization strategies, the choice of computational steps depends on the sys-

tem’s security policies, operational constraints, and cost considerations. Thus, evaluat-

ing an authentication protocol’s efficiency involves assessing the quantity and complex-

ity of cryptographic operations and their relative resource constraints. Additionally,

passive RFID tags operate under strict constraints on power consumption and hardware

resources. This makes it critical to optimize both processing time and communication

costs. Processing time refers to the minimum duration for a tag to complete authenti-

cation. The amount of data transmitted directly affects communication costs. These

costs not only reflect the energy consumed during communication but also affect the

storage capacity needed for passive tag hardware. Therefore, it is critical to design

an authentication protocol that satisfies both security requirements and resource con-

straints.

1.3.2 Cryptography primitives

At another level of countermeasures implementation, cryptography primitives are used

to encrypt data with a secret key. This processing ensures data integrity as described in

Table 1.1. Based on the encryption mechanism, they are categorized into two families:

symmetric and asymmetric, as presented in Table 1.2.

Symmetric Cryptography is the encryption/decryption algorithm that utilizes the

same secret for both encryption and decryption. Table 1.2 shows that with the same

security level, the symmetric algorithms generally require a shorter length of key com-
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Table 1.2: Security Comparison of the General Cryptographic Mechanism with se-
curity level of 128 bits.

Family
Cryptographic

Algorithms

Resists Key
Distribu-

tion

Key
length
(bits)

Symmetric

AES [7] No 128

PRESENT [8] No 128

ASCON [9] No 128

Asymmetric
ECC Yes 256

RSA Yes 3072

pared to the asymmetric ones. As a result, the main benefit of symmetric cryptography,

such as AES [7, 10], PRESENT [8], ASCON [9], is the low cost of implementation, com-

pared to the asymmetric mechanism, as demonstrated in Table 1.3. Thus, symmetric

algorithms are well-suited for resource-constrained applications, such as passive RFID

Tags. However, sharing the same secret key introduces a risk that an attacker may

derive the secret key from the token message, which is used to establish communication

between parties the shared secret key between parties. As a consequence, subsequent

communication may be exposed to the attackers.

Table 1.3: Hardware Cost Comparison of General Cryptographic Mechanism.

Designs
Tech.
node
(nm)

Freq.
(MHz)

Area
cost

(kGEs)

Power
(µW )

Throughput
(Mbps)

AES [7] 65 10 8.6 20 28

PRESENT [8] 180 100 1.608 272.67 130.612

ASCON [9] 90 1 3.75 15 14

ECC [11] 65 1 10.95 - 0.917

RSA [12] 130 11.9 1.283mm2 11.430 -

Addressing the drawbacks of symmetric algorithms, asymmetric cryptography uti-

lizes encryption/decryption based on a private key (kprivate) and a public key (kpublic).

The other devices use the public key kpublic to encrypt the token message before broad-

casting it. Only the legal reader, who owns the private key kprivate, can decrypt the
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received message to authenticate the tag. The key limitation of asymmetric cryptogra-

phy is the high complexity of the computation compared to symmetric algorithms. As

a result, the implementation cost of hardware utilizing asymmetric algorithms is signif-

icantly higher than that of lightweight symmetric cryptography, as shown in Table 1.3.

Among the asymmetric algorithms, Elliptic Curve Cryptography (ECC) is considered

the most lightweight cryptography.

1.4 Elliptic Curve Cryptography

1.4.1 Overview of Elliptic Curve Cryptography

The Elliptic Curve Cryptography (ECC) algorithm was first introduced in 1985 and

relies on curves defined by Equation (1.1).

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 (1.1)

where the set of coefficients (a1, a2, a3, a4, a6) characterizes the elliptic curve. The key

operation in ECC is the point multiplication, which is shown in Equation (1.2).

Q = k · P (1.2)

The initialization point P (xP , yP ) defines the base point of the defined curve. The

public key Q(xQ, yQ) is generated by using the private key k. All the applications

of the ECC are based on the Discrete Logarithm Problem (DLP). DLP is defined

according to Equation (1.2) that even if the attackers know the points P and Q, the

reverse derivation of the secret key k remains computationally infeasible.

Among different curves, the Edwards Curve, which is represented as Equation (1.3),

emerges as a secure curve due to its completeness characteristic.

x2 + y2 = 1 + d · (xy)2 (1.3)

where d is not a square in the Finite Field. To compute the point multiplication in

Equation (1.3) over the Edwards Curves, point addition and point doubling are pro-

cessed iteratively. For two distinct points P1(x1, y1) and P2(x2, y2), which are defined

within Edwards Curves, result of point addition yields P3(x3, y3). The addition law is

presented in Equation (1.4):

x3 =
x1y2 + y2x1

1 + dx1x2y1y2

y3 =
y1y2 − x1x2

1− dx1x2y1y2

(1.4)
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With the non-square value of d, the denominators of x3 and y3 are non-zero even

in the case that the points P1 and P2 are identical. As a result of this property,

the point doubling P4(x4, y4) = 2 · P1 can be computed via the addition law, which

is represented in Equation (1.4). Therefore, the addition law over Edwards Curves is

complete. The visualization of the point addition and point doubling over the Edwards

Curve x2 + y2 = 1− 19 · x2y2 is illustrated in Figure 1.3.

1.0 0.5 0.0 0.5 1.0

1.0

0.5

0.0

0.5

1.0

P1

P2

P1+P2 -(P1+P2)

(a) Graph Expression of Point Addition in BEC.

1.0 0.5 0.0 0.5 1.0

1.0

0.5

0.0

0.5

1.0

P1

2*P1-2*P1

(b) Graph Expression of Point Doubling in BEC.

Figure 1.3: Point Operators used in Edwards Curve of x2 + y2 = 1− 19 · x2y2.

Let K be a Binary Finite Field GF(2m). A general Edwards curve over K is defined
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as Equation (1.5):

E : d(x+ y + x2 + y2) = xy + xy(x+ y) + x2y2 (1.5)

with d are the elements of K satisfying d1 ̸= 0 and no element t ∈ K that t2+ t+d = 0.

The addition law P3(x3, y3) = P1(x1, y1) + P2(x2, y2) is defined by Equation (3.6) with

A = x1 + x2, B = y1 + y2, C = x1 + y1, D = x2 + y2, E = x1 + x2
1, F = y1 + y21, G =

x1x2, H = y1y2:

x3 =
d(A+ C ·D) + E(x2 · (B + 1) +H)

d+ E ·D

y3 =
d(B + C ·D) + F (y2 · (A+ 1) +G)

d+ F ·D

(1.6)

In the case of P1 = P2 or (x1, y1) = (x2, y2), the denominator of the Equation (1.6)

is non-zero. Consequently, point doubling could be performed via the addition law,

ensuring point operations’ homogeneity. As a result, the point multiplication based on

BEC is secure against the Simple SCA and Differential SCA.

While Edwards Curves, especially Binary Edwards Curves (BEC), offer advantages

in security properties compared to the other incompleteness curves in hardware imple-

mentation, they still struggle to meet the implementation cost and energy constraints

of devices and incredibly passive RFID tags. Recent research prioritizes optimizing

BEC hardware implementation costs. Additionally, efforts focus on enhancing security

features to resist advanced side-channel attacks targeting ECC hardware by additional

countermeasures such as masking or hiding strategies. However, the hardware of the

supplementary countermeasures also increases the total cost of the system and possi-

bly exceeds the physical resource constraints of passive RFID tags. Once again, this

highlights a research gap in developing hardware-based passive RFID tags that balance

the security level and the implementation costs.

1.4.2 Related works

1.4.2.1 Optimizing the implementation cost on ECC

In the literature, the selection of lightweight curves to minimize the computational

complexity of the Elliptic Curve Cryptography has shown an attractive benefit in

hardware implementation. General Weierstrass curves, also known as Binary Generic

Curve, which require 6M +4S for a point operator with M,S denoting the field multi-

pliers and field squares, are widely used in various security standards for authentication

and digital signature as the advantages in the least computational complexity according

to Table 1.4.
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To minimize the hardware implementation cost of the point multiplication block,

Wenger [16] showed that the Binary Field GF (2m) is cost-effective compared to the

prime field GF (p). Among field operations (multiplier, squarer, inversion), Deschamps

et al. [17] pointed out that field inversion is the most costly operation in terms of

latency and power consumption. Thus, to avoid using the field inversion, the projec-

tive coordinates such as Lopez-Dahab [13, 18], Jacobian [19], and mixed projective

coordinates [11, 13–15] are recommended, as described in Table 1.4. Besides, to reduce

the number of operators, the Differential Addition Chain algorithm enables computing

on the ω− coordinate, where ωi = xi + yi, instead of on two coordinates (x, y). How-

ever, recovering from the ω− coordinate to the affine coordinates (x, y) is much more

complicated because of the use of the half-trace computation [11, 20].

Polynomial basis-based field operators are also widely used instead of the Gaussian

Normal Basis (GNB) to optimize the area and energy consumption of the field operator

modules. Meanwhile, the field square using the GNB is implemented as a shift register.

The field multiplier over GNB is implemented as a matrix multiplication, which requires

a large amount of storage and energy to calculate the multiplier in the finite field [21].

1.4.2.2 SCA Security Robustness Improving on ECC

Point multiplication in Elliptic Curve Cryptography (ECC) involves the repeated ex-

ecution of either the point doubling followed by the point addition, or only point

doubling, depending on the corresponding bit value of the cryptography key. This

algorithm is known as the conventional Double-and-Add, which is presented as Algo-

rithm 1. Consequently, the use of incomplete curves, such as the Weierstrass Curve

or the Huff Curve, results in distinct representations or equations of point operations.

Therefore, the point multiplication, which is executed by these point operations, is

Table 1.4: Implementation cost of different binary elliptic curves in alterna-
tive coordinate systems.

Curve
Coordinate

System
Cost of Point
Multiplication

Binary Generic Curve [13] Mixed 6M + 4S

Binary Edward Curve [11] Mixed 6M + 4S

Binary Edward Curve [14] Affine I + 11M + 4S

Binary Edward Curve [14] Projective 16M + S

Generalized Hessian Curve [15] Mixed 9M + 4S
* I,M, S denote the field inverter, multiplier, and squarer, respectively.
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Table 1.5: Security completeness properties of different binary elliptic curves in
alternative coordinate systems.

Curve
Binary
Generic

Curve [13]

Binary
Edward
Curve

[11]

Binary
Edward

Curve [14]

Generalized
Hessian Curve

[15]

Completeness × ✓ ✓ ✓

Implementation
cost

6M + 4S 6M + 4S I +11M +4S 9M + 4S

* I,M, S denote the field inverter, multiplier, and squarer, respectively.

Algorithm 1: Conventional Double and Add Algorithm of ECC Point Mul-
tiplication using Affine Coordinates [22].

Input: Generator point P (xP , yP ) ∈ GF (2m) and scalar k = (k0k1 · · · km)2
Output: Point Q(xQ, yQ) = kP

1 Initialize Q← P ;
2 for i← m− 2 to 0 do
3 Q← 2 ·Q;
4 if ki == 1 then
5 Q← Q+ P ;

6 return ωkP = ω1 and ωkP+1 = ω2;

vulnerable to Side-Channel Attacks (SCA) [22].

To mitigate such vulnerabilities, Edwards et al. [23] and Bernstein et al. [24] ini-

tially proposed complete curves as Binary Edwards Curves. The completeness property

requires the same representations or equations of point operations. This characteristic

enables the hardware design to eliminate the distinctions in the process that leak the

data in the side channel. Nevertheless, using the complete curves also requires the

overhead of the implementation cost, as indicated in Table 1.5, which leads to many

challenges for low-cost and low-power devices.

In addition, the conventional Double-and-Add algorithm of ECC also leaks the side-

channel information, according to the analysis by Abarzua et al. [25]. The timing and

power traces of the encryption are directly dependent on the processed bit of the se-

cret key k. By observing the variety of the power trace or timing, an adversary could

determine between point doubling and point addition, and thus, the secret key [k] is

recovered. Therefore, the additional countermeasure techniques are proposed to hide

the dependence by modifying the algorithm of point multiplication that performs re-

peated both point addition and point doubling, Double-and-Always-Add. Nevertheless,
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these approaches increase computational complexity by approximately 33% and remain

insecure against Correlation Collision Attacks [25].

Based on the idea of dumping an additional operation, the Montgomery Ladder

algorithm [26–28] is proposed to provide fast point multiplication on elliptic curves and

binary elliptic curves. By using this point multiplication algorithm, the devices are also

being secured against Differential SCA, as analyzed in [25]. Similar to the Double-and-

Always-Add, the Montgomery Ladder also requires higher computational complexity,

and therefore, optimization of the hardware design to meet the requirements of the

constrained devices, such as passive RFID tags, is one of the most challenging issues.

1.5 Summary

This chapter has provided a systematic overview of passive RFID technology and its

critical research challenges. The main objective of the research lies in the hardware

implementation of Elliptic Curve Cryptography (ECC) based passive RFID tags. The

device requires balancing physical constraints such as cost, energy efficiency, and hard-

ware footprint with security level requirements.

Existing solutions of ECC-based passive RFID tags mainly prioritize security at

the expense of minimizing the implementation costs. Additionally, some approaches

reduce the implementation cost by overlooking the hardware vulnerabilities in resource-

constrained conditions. It is a challenge for designers to find optimal architectures that

balance both the security level and physical constraints. Addressing this challenge, the

design methodologies enable designers to systematically consider the possibilities of

the deployment architectures, cryptographic algorithms, and hardware configurations.

The following chapter reviews the drawbacks and benefits of the conventional design

approaches to highlight the motivation of this thesis.
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Chapter 2

Design Methodology for Secured

RFID Tags

Following the detailed introduction of RFID technology and its associated security

concerns, this chapter highlights a key challenge in conventional design approaches:

achieving an effective trade-off between implementation cost and the security of passive

RFID tags. The analysis presented in this chapter primarily focuses on the strengths

and limitations of traditional methodologies used in hardware designs of secure passive

RFID systems.

Section 2.1 outlines the advantages and drawbacks of existing design approaches,

which serve as the motivation for developing a novel design methodology. Section 2.2

provides a concise overview of standard Top-down and Bottom-up design flows, followed

by a brief review of emerging AI-assisted design methodologies. In Section 2.3, the

discussion is concentrated on general methodologies specifically applied in hardware

security design.

Through this analysis, it becomes evident that selecting an optimal design method-

ology involves a complex trade-off between minimizing implementation costs and en-

suring robust security. Therefore, a new design flow is necessary to systematically

incorporate security evaluation metrics and implementation cost estimations into ev-

ery stage of the Design Space Exploration (DSE) process.
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2.1 Background and Motivation

2.1.1 Definition of the Design Methodology

The rapid advancement in hardware design applications has led to a significant increase

in the complexity of hardware systems. To address this, the Electrical System Level

(ESL) [29] approach aims to model and analyze these systems functionally and archi-

tecturally at a high level of abstraction. For example, in an ECC-based authentication

device, the ESL defines four primary levels of design, as illustrated in Figure 2.1.

Authentication 
Protocol

Security 
Primitives

Field 
Primitives

Gate Level Model

Figure 2.1: Pyramid showing the implementation levels of ECC-based authentica-
tion device.

The ESL models are particularly valuable during the initial design stages, enabling

designers to conduct Design Space Exploration (DSE) or design methodology. Design

methodology is a critical process that involves identifying and assessing various design

alternatives to optimize the performance and cost of the hardware system.

Design Methodology or DSE offers several key advantages [30]:

� Fast Prototyping: Generates prototypes for simulation and profiling, enhanc-

ing the understanding of design impacts.

� Optimization: By evaluating comparable metrics, designers quickly eliminate

inferior designs and focus on optimal solutions.

� System Integration: Using the knowledge of hierarchy and systematic archi-

tecture, designers identify feasible configurations that meet global design con-

straints.
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2.1.2 Motivation of Research

Understanding the key benefits of design methodologies in hardware design reveals a

gap that challenges the designers to quickly design a system that balances multiple

objectives. For example, in security hardware design, the general design flow exhibits

a variety of limitations that increase the design time of the final products. These

limitations stem from the increased trial-and-error required as design complexity rises.

As a result, the design time to complete an optimal design is significant.

Recognizing the need, several works [31–47] have been proposed to provide efficient

design methodologies to help designers quickly identify solutions. In the beginning,

these works focused on the balance between the implementation cost and performance

in simple hardware designs. Some of them integrated artificial intelligence (AI) [43–47]

to boost the efficiency of the design process of analog circuits. They show a significant

improvement in the time-to-market cost. Additionally, some of the framework tools

have recently proposed AI assistance for security hardware design. However, these

improvements do not concern the application of security hardware design, which is

constrained by physical resources. This thesis proposes a novel design methodology

that integrates both security evaluation and implementation cost estimation into the

DSE loop to address this research problem.

2.2 Traditional Design Methodology for Hardware Im-

plementation

2.2.1 Top-down Design Flow

In digital circuit design, several design methodologies have been developed for designers

to optimize and balance multiple objectives and constraints. Among these, the top-

down design approach has emerged as the most popular and widely adopted method-

ology. This approach, extensively documented in the literature [31–35], provides a

structured framework that guides designers from the initial functional specification to

the final implementation details. The top-down methodology is particularly advan-

tageous because it allows designers to systematically address balancing other critical

design constraints, such as power consumption, area, and performance.

The top-down design process begins with formulating specifications for the digital

circuit. These specifications define the operational requirements and constraints, in-

cluding power budgets, area costs, and expected throughput. These parameters serve

as the foundation for the entire design process, ensuring that the final implementation
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Figure 2.2: Regular Top-down Design Methodology for Hardware Design.

meets both functional and non-functional requirements. As depicted in Figure 2.2, the

designer starts by translating these specifications into a high-level architectural design.

This involves breaking down the overall functionality into smaller, manageable blocks,

each responsible for a specific subset of operations. The architectural layout is typically

represented as a block diagram, where each block operates within its predefined limits.

The main task of the architectural design phase is to define the data transmission

protocol and the interconnections between blocks. Figure 2.3(a) shows an example that

illustrates the block interconnections in the system implementing the cryptography-

based authentication protocol. The implemented ’user_proj_wrapper’ implements the

encryption algorithm, for example, the point multiplication over the Binary Edwards

Curves. The encrypted results are controlled and authenticated by the processor named

’Management SoC’, which executes the authentication protocol.

The choice of protocol and the way blocks communicate significantly influence the

system’s overall performance. Especially in the context of the FPGA (Field Pro-

grammable Gate Array), the architectural design substantially impacts the systematic

performance [36]. Therefore, designers must carefully evaluate the data transmission

protocol and ensure that it aligns with the constraints of each block. This evalua-

tion is a crucial step for the designer to predict the system’s performance and identify

potential issues early in the design process.

In the case of a successful evaluation, the next step is to implement each block at the

logic level. This phase involves creating a detailed behavioral model of each block using
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(a) Architectural design of the implemented system.

(b) Gate-level description of a particular
block in the implemented system.

b

a
z

(c) Physical design of the NOR gate in the
implemented system.

Figure 2.3: Design abstraction levels of design in top-down design methodology.
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a Hardware Design Language (HDL), such as Verilog or VHDL, at the Register-Transfer

Level (RTL) or Gate Level, as illustrated in Figure 2.3(b). The HDL description must

adhere to the constraints defined during the architectural design phase, including the

input/output (I/O) specifications and the data transmission protocol. Additionally,

the functionality of each block must satisfy the requirements established in the previ-

ous stage, ensuring consistency across the design. The logic design phase is iterative

and requires rigorous verification to ensure correctness. Designers regularly use simu-

lation tools to evaluate the model behaviorally against various scenarios, verifying that

the block operates as intended under different conditions. If the evaluation reveals

discrepancies or failures, designers may need to revisit the logic design, refine the HDL

description, or even reconsider the architectural layout. This iterative process ensures

that the design is robust and meets all specified requirements before proceeding to the

next stage.

The final phase of the top-down design process is the physical layout, where the

logic design is translated into a geometric representation, and that is ready for fabri-

cation. At this stage, all components of the design are instantiated with their precise

geometric descriptions, as defined by Andrew et al. [37]. This includes the placement of

blocks, cells, and gates, as well as the routing of connections between them. The phys-

ical placement must comply with the design rules of the target fabrication technology,

which dictate parameters such as minimum feature sizes, spacing, and layer usage. On

the other hand, routing is a critical aspect of the physical design process, as it directly

impacts the circuit’s performance, power consumption, and the possibility of successful

manufacturing. Figure 2.3(c) shows the completed layout of a NOR Gate within the

implemented system. Once the physical layout is complete, the design is exported in a

standard format such as GDSII (Graphic Design System II), which is used for manu-

facturing ASIC technology, or Bitstream for FPGA technology. The final design needs

to be evaluated to warrant that the final result meets all the series of checks, includ-

ing Design Rule Checking (DRC), Layout Versus Schematic (LVS) verification, and

timing analysis. These checks help identify and resolve any discrepancies or violations

that could affect the circuit’s functionality or the possibility of successful fabrication.

If the evaluation reveals issues, designers must revisit the physical layout and make

the necessary adjustments. In some cases, this may involve modifying the placement

of components or rerouting connections. The final design needs to be evaluated to

warrant that the final result meets all required checks, including Design Rule Check-

ing (DRC), Layout Versus Schematic (LVS) verification, and timing analysis. This

iterative process ensures that the final design is both functional and manufacturable.

The integration of the top-down design methodology with Hardware Description
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Languages (HDLs) offers notable strengths, chief among them being the standardiza-

tion of the design process into a unified framework. This harmonization allows designers

to seamlessly transition between different Electronic Design Automation (EDA) tools

within a shared environment, facilitating end-to-end development—from abstract con-

ceptualization to hardware modeling [38–40]. By employing abstract block diagrams,

designers gain the ability to visualize interconnections and assess individual block per-

formance, enabling targeted optimizations for system components.

In contrast, the main disadvantage of the top-down design approach is insufficient

granularity in sub-block architecture at the beginning design stages, which often de-

lays verification of compliance with critical constraints, such as power efficiency, area

utilization, performance, and hardware security, until later stages. Furthermore, incor-

porating security measures (e.g., safeguarding secret keys, randomization of operators,

hiding the secret, or masking the operation) risks inflating implementation costs, po-

tentially disrupting the equilibrium between physical resource allocation and security

robustness. Alternatively, redesigning logic or architecture to meet security demands

may extend development timelines, elevating time-to-market pressures. Thus, while

the methodology fosters efficiency and optimization, it necessitates careful trade-offs

to balance security, cost, and project timelines.

2.2.2 Bottom-up Design Flow

The bottom-up design methodology offers a compelling alternative to traditional top-

down approaches, particularly in addressing localized optimization challenges within

complex systems such as elliptic curve cryptography (ECC) modules. Unlike the top-

down strategy, which begins with high-level abstractions and iteratively refines them,

the bottom-up approach prioritizes the customization of fundamental circuit compo-

nents—transistors, standard cells, and memory blocks—to achieve granular perfor-

mance improvements. This methodology has gained traction in ECC design, as ev-

idenced by works such as Pirotte et al. [41] and Lutz et al. [42], which highlight

its effectiveness in balancing power, area, and security constraints. Below, Figure 2.4

demonstrates the three-stage bottom-up design process, its advantages, and its limita-

tions, with a focus on ECC implementations.

The initial phase of the bottom-up methodology revolves around decomposing the

system into discrete functional primitives. Designers begin by defining explicit con-

straints, including power budgets, area limits, performance targets, and other require-

ments. For example, with ECC modules, this might involve isolating critical opera-

tions such as modular arithmetic units, finite field multipliers, or point multiplication
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Figure 2.4: Conventional bottom-up design methodology for hardware design.

engines. Each primitive is treated as an independent entity, enabling designers to op-

timize its internal logic without external interference. For example, transistor-level

tuning might reduce leakage power in a finite field adder, or custom standard cells

could enhance the speed of a modular inversion block.

A key advantage of this stage is the simplicity of localized evaluations. By focus-

ing on a single electrical element, designers rapidly iterate on logic designs, testing

alternatives if evaluations fail. For instance, an optimal shift register with minimal

depth is proposed by Pirotte et al. [41] to reduce significantly the total latency and

the area cost of the ECC encryption. This compartmentalization accelerates opti-

mization cycles, as simulations need only account for independent blocks. However,

this isolation also introduces risks, as optimizations may inadvertently overlook global

system dependencies, such as inter-block signal propagation delays or shared resource

contention.

Once primitives are optimized, the second stage involves assembling them into a

cohesive system. Abstract models of each sub-block—detailing input/output (I/O)

behavior, area, and power consumption—are interconnected to form a high-level ar-

chitectural blueprint. For ECC modules, this might involve integrating a field multi-

plication component with a field square and a field inversion unit to execute the point

multiplication.

During assembly, designers evaluate functional correctness and constraint adherence

through rapid simulations. At this step, a misalignment between one component’s out-
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put bandwidth and another’s input requirements could necessitate rerouting intercon-

nects or revisiting primitive designs. However, the abstraction’s simplicity—omitting

detailed electrical parameters—limits evaluation accuracy. A sub-block meeting local

power targets might exceed global budgets when combined with others, a common

pitfall in ECC designs where cryptographic operations are highly interdependent. In

extreme cases, designers must reconstruct primitives, underscoring the iterative nature

of this phase.

The final stage translates the assembled architecture into a physical layout. De-

signers floorplan sub-blocks, route metal layers, and plan power distribution networks,

leveraging geometric data from earlier stages. In the context of an ECC system, this

phase ensures that all components, such as field operators, are connected to the power

supply and clock networks. Additionally, the electrical parameters, including para-

sitic capacitances and resistances, are incorporated into simulations to predict timing,

power, and thermal behavior.

This stage also assesses manufacturability by evaluating design rule compliance

(DRC) and lithography constraints. For instance, dense transistor arrays in ECC mod-

ules might require adjustments to meet foundry-specific spacing rules. Failed evalua-

tions trigger layout replanning or even architectural overhauls. However, the precision

of this phase comes at a computational cost: simulating nanometer-scale effects in large

designs, such as multi-core ECC accelerators, can be prohibitively time-consuming.

Despite its strengths, the bottom-up approach faces significant issues. First, in-

dependently optimized sub-blocks often result in irregular shapes, leading to die-core

fragmentation and underutilized silicon area. Schurmann et al. [48] demonstrated that

such inefficiencies escalate with design scale, directly impacting cost, a critical concern

for high-volume ECC hardware. Second, the reliance on abstract models during as-

sembly introduces inaccuracies; a sub-block local power estimate might neglect global

voltage drop effects, compromising system-level predictions.

Moreover, the exhaustive simulations required in the last design stage become im-

practical for complex ECC systems. For example, verifying side-channel resistance in

a masked ECC implementation demands cycle-accurate power trace analyses, which

scale exponentially with design size. This complexity often renders bottom-up method-

ologies incompatible with modern ECC primitives, which demand tight integration of

security and performance.

A recurring critique of both top-down and bottom-up methodologies is their treat-

ment of security as a peripheral constraint. In particular, for ECC designs, security

levels that dedicate the resistance metric of the system against threats, such as side-

channel attacks or wireless vulnerabilities, are frequently supplemented rather than
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being embedded into early-stage primitives. This reactive approach complicates the

pursuit of a balance between the implementation cost and security level.

2.2.3 Emerging AI-driven Design Methodologies

In the realm of Artificial Intelligence, the generative AI model plays a critical role as

an assistant to the designer in optimizing the implemented hardware systems. Li et al.

[43] presented an effective optimization automation tool, which is based on Artificial

Neural Network (ANN) for local minimization of the implementation costs. Besides,

for the global optimization, the automation tool utilized the genetic algorithm [44, 45].

Figure 2.5 demonstrates the proposed design flow for the analog design. The pro-

posed work by Li et al. [43] shows the benefit of reducing four times speed enhancement

and comparable results with the conventional approaches. However, Zhang et al. [46]

explained the critical disadvantages of Li’s ANN-based design methodology. By using

the model-based approach, the previous work of Li et al. [43] requires a large set of

simulation data to approximate. As a consequence, the implementation cost of the

generated model is inaccurate and deviates from the fabricated circuit performance.

Addressing this issue, Zhang et al. [46] proposed to use the Bayesian optimization

framework with the combination of model-based and simulation-based approaches to

improve the efficiency and the effectiveness of the design exploration. Besides, a fully

automated tool named AnGel was recently proposed by Fayazi et [47], which enables

maintaining the same accuracy with a reduction of 4.7x-1090x of labeled data and

2.9x-75x faster. With the significant advantages of utilizing AI to assist in hardware

design, it is becoming more and more critical to implement AI to support the design

process for secure hardware applications.

In the context of the innovation design methodologies for secured hardware applica-

tions, Aerabi et al. [49] systematically proposed a design methodology that enables de-

signers to manually choose the appropriate cryptographic algorithms for the ultra-low-

energy application. By using the Aerabi approach, the designers significantly reduce

the trial-and-error of alternatives and save time-to-product costs. This proposal is the

starting point for the AI-assistance design methodology targeting the secure hardware

implementation. A few years later, the X-dfs tool was proposed by Mahfuz et al. [50] to

systematically explain the security countermeasure for the AI optimization model. The

proposal helps to guide the AI model for suggesting a suitable countermeasure against

reverse engineering threats, hardware trojans, fault attacks, and side-channel attacks.

It is explicit that AI assistance or design methodologies, which help designers rapidly

and precisely choose the balancing hardware implementation between multiple objec-
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Figure 2.5: ANN-based design methodology for analog design [43].

tives, are increasingly emerging, especially for secure resource-constrained hardware

applications.

2.3 Design Methodology for Hardware Security Design

In a particular application of implemented design, the complementary stages are sup-

plemented into the original design flow, enabling the designer to quickly evaluate and

modify the system to fit the design constraints. This section provides an overview

of the complementary security evaluation for the ECC-based authentication system,

which is constructed by utilizing the Top-down design methodology.
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2.3.1 Complementary Security Evaluation for Design Methodolo-

gies

2.3.1.1 Post-Fabrication Security Evaluation

Adapting to the security hardware design, the designer complements the security eval-

uation of all necessary vulnerabilities at the end of the original Top-down design ap-

proach. After fabricating the hardware design, the designers take into account experi-

ments to measure the security level of the implemented system. The security tests cover

all the verifications from the wireless attacks to the hardware vulnerabilities, such as

Side-Channel Attacks (SCA). Dao et al. [51] illustrated the approaches for measuring

the security level of ECC-based RFID tags in devices, as depicted in Figure 2.6.
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Figure 2.6: Security evaluation for post-fabrication methodology.

The complementary security assessments are performed after the circuit has been

fabricated using ASIC technology or deployed on an FPGA. Engineers use oscillo-

scopes equipped with electromagnetic (EM) probes or shunt resistors to capture elec-

tromagnetic emissions or voltage fluctuations, which correspond to the circuit’s power

consumption during operation. These power traces are then analyzed to gauge the sys-

tem’s resilience against hardware-based vulnerabilities, such as side-channel attacks.

The resulting power traces provide granular insights into the device’s behavior but are

inherently polluted by ambient electrical noise from the circuit and its environment.

A key advantage of this method lies in its precision: for example, side-channel analy-

sis leverages these traces to dissect correlations between power consumption patterns,

operational data, and background noise.

However, extracting actionable intelligence from the raw data demands rigorous
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preprocessing. This includes noise suppression and temporal alignment of traces to

isolate coherent signals, ensuring that transient power spikes or cryptographic opera-

tions are accurately mapped. The complexity of these steps—coupled with the need

for meticulous signal calibration and synchronization—renders the security assessment

process both labor-intensive and technically demanding. Achieving reliable results re-

quires substantial computational resources and domain expertise, particularly when

balancing the trade-off between evaluation depth and operational efficiency.

If a security evaluation fails, designers must go back to the beginning, where the

alternative RTL design with countermeasures will be proposed. This loopback of re-

constructing the alternative secured system causes a critical problem. Designing alter-

native solutions and prototypes takes more time and costs more. Time-to-product and

design costs rise dramatically when the system becomes more complicated.
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Figure 2.7: Security evaluation for post-synthesis methodology.

2.3.1.2 Post-Synthesis Security Evaluation

To address the challenges associated with post-fabrication security testing, modern de-

sign methodologies increasingly rely on simulated power traces generated during the

prototyping phase prior to physical manufacturing [52]. These traces enable early-

stage vulnerability assessments, reducing dependency on costly and time-consuming

post-silicon evaluations. As shown in Figure 2.7, this approach streamlines the design

cycle, significantly shortening time-to-market and lowering development costs. The

process begins with synthesizing the Register-Transfer Level (RTL) design into a gate-

level netlist using Electronic Design Automation (EDA) tools such as Synopsys Design

Compiler or open-source alternatives like Yosys. These tools leverage technology li-

braries, which define transistor behavior, timing, and power characteristics, to simulate

the system’s functionality and estimate both dynamic and static power consumption.
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By aggregating instantaneous power values during cryptographic operations (e.g., en-

cryption or key generation), the EDA environment constructs simulated power traces

that approximate the device’s behavior. While these traces lack the fine-grained details

of physical measurements (e.g., electromagnetic noise or analog effects), they capture

gate-level dynamic power fluctuations, which are critical for identifying side-channel

vulnerabilities such as data-dependent power leaks.

However, the utility of these simulated traces hinges on their accuracy and rele-

vance to real-world scenarios. Post-synthesis simulations model switching activity and

capacitive load effects at the gate level, providing insights into how logic cells interact

during operation. Early detection allows designers to possibly implement countermea-

sures, such as adding masking logic or balancing power paths, before committing to a

physical design. This proactive approach minimizes late-stage redesigns and ensures

that security is built into the architecture rather than supplemented. Nevertheless,

the limitations of simulation must be acknowledged: factors like process variations,

interconnect parasitics, and environmental noise are abstracted away, leading to dis-

crepancies between simulated and physical traces. Besides, power traces harvested at

the gate level also cause a storage problem as the file size contains power traces. This

leads the evaluation engine to arrange a large storage and processing strong enough for

analysis.

Despite these gaps, the ability to perform early security evaluations during the first

design phases allows designers to balance the implementation cost and the security

level, especially for secured resource-constrained designs. Furthermore, utilizing the

post-synthesis security evaluation design methodology results in a secured design at

the gate level. This benefits the designer by concluding the security issues of the

implemented design without several fabrications.

2.3.2 Security Evaluations for Secured RFID Tags

2.3.2.1 Protocol Security Evaluation Approaches

Distinguished the design methodology for the general security design, in the context

of secured RFID tags, emphasizes distinct approaches for evaluating security at both

the protocol and hardware levels. For the protocol level, the evaluation focuses on

assessing the security of RFID (Radio Frequency Identification) tags that are resistant

to unauthorized access. These evaluations analyze the ability of security protocols to

counter wireless threats and maintain optimal system performance, as outlined in Table

1.1. By testing resilience against vulnerabilities like eavesdropping or cloning (detailed

in Table 2.1), the study ensures protocols balance security with functional efficiency.
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Together, these assessments provide a comprehensive framework for understanding the

strengths and weaknesses of RFID security systems.

Table 2.1: General Vulnerabilities that are evaluated on Protocol Security Evalua-
tion.

Vulnerabilities Definition

Man-in-the-middle Attacks
(MITMA)

Attackers may receive the messages and attempt
to relay or alter communication.

Eavesdropping
Passive adversaries may attempt to intercept
communication between tags and readers.

Replay
Attackers may receive the messages and attempt
to resend them to the other parties.

Forward Security
Adversaries possibly recover the current or
previous confidential information if they can
determine the secret information in a tag.

Impersonation
In this attack, an adversary provides situations in
which the legitimate reader accepts the adversary
as a legitimate tag

Key Compromise
In the case a particular tag is vulnerable, the
network should withstand the situation.

Location Tracking
Determining the current and visited location of
specific tags by obtaining the same response
between the tag and the reader.

Denial-of-Service (DoS)
Attackers create a large number of tags or
transponders to disrupt the service of the system.

Cloning

Adversaries target the integrity characteristics of
the RFID system when they can succeed in
capturing a tag’s identifying information to
create clones of tags. The clones can overcome
the counterfeit protection and act as a
preparatory step in a theft scheme.

Desynchronization
Adversaries desynchronize the endpoints by
sending the invalid message to destroy

In general, to speed up the improvement and assessment of the authentication

protocols, automation validation tools, such as AVISPA [53].

2.3.2.2 Hardware Security Evaluations

Hardware attack, such as Side-Channel Attacks, as mentioned in Chapter 1, is one

of the critical vulnerabilities of the passive RFID system. Therefore, measuring and
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evaluating the hardware security, especially Side-Channel Attacks, is necessary for

designers to prove the safety of the implemented hardware system. Power analysis

is the most popular threat to passive RFID tags, as the attacker could execute these

attacks in resource-limited environments.

a. Power Consumption Analysis In the realm of integrated circuit (IC) design, the

overall power dissipation is primarily composed of two fundamental components: static

power consumption and dynamic power consumption, as delineated in Equation (2.1).

Static power dissipation, denoted as Pstatic, occurs due to the leakage currents when

the circuits remain in an idle state. In this situation, the circuits are powered but

not actively engaged in data processing. Conversely, dynamic power dissipation, repre-

sented as Pdynamic, occurs during active circuit operation and is dominated by switching

power. This switching power is a consequence of the charging and discharging of ca-

pacitive loads during logic transitions. Mathematically, the total power dissipation of

the system is expressed as below:

Ptotal = Pdynamic + Pstatic (2.1)

Dynamic Power Dissipation Dynamic power dissipation constitutes a signifi-

cant portion of the total power consumption. This power leakage is primarily caused by

the charging and discharging of the total load, as well as by the short-circuit current.

Generally, the dynamic power Pdynamic is calculated by using Equation (2.2):

Pdynamic = Pswitching + Pshort_circuit (2.2)

where Pswitching represents the power consumed due to the switching activities within

the circuit. Pshort_circuit denotes the power consumed due to the direct current path

that momentarily exists between the supply voltage and ground. This short-circuit

phenomenon is transient, and, particularly in low-power applications operating at low

frequencies, its impact is minimal compared to the clock period. Consequently, the

short-circuit power dissipation is often deemed negligible.

In contrast, the amount of power consumed by the switching activities of the circuit

is estimated by Equation (2.4).

Pswitching = α · V 2
DD · CL · f (2.3)

where α denotes the ratio of switching activity, which by default is 0.5. Besides,

VDD, CL, and f are the supply voltage, total load capacitance, and the frequency of

operation, respectively.
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In other words, the production of α · f is the number of the switching activities of

the circuits, which directly reflects the dependency of the data. Therefore, by modeling

the switching activity power dissipation, the designer possibly understands the leakage

power model of the system. As a consequence, they can evaluate the side-channel

analysis (SCA) vulnerabilities.

Static Power Dissipation This dissipation is predominantly caused by several

intrinsic phenomena, such as the reverse bias diode (RBD), sub-threshold, and gate

leakage current. These factors play a significant role in static power dissipation, and

their impacts are illustrated in Equation ( (2.4)):

Pstatic = VDD · Ileak
≃ Psub + Pgate + PRBD

≃ VDD · (Isub + Igate) + Vbs · IRBD

(2.4)

where Psub, Pgate, and PRBD represent the leakage power dissipated by sub-threshold,

gate, and reverse bias diode phenomena. Similarly, Isub, Igate, and IRBD denote the

leakage current caused by the corresponding phenomena. VDD and Vbs are the supply

and body bias voltages, respectively.

Depending on the standard cells’ technology, the static power either depends on or is

independent of the processing data. For example, in the digital CMOS (Complementary

Metal Oxide Semiconductor) standard cells, the leakage current is highly determined

by the composition and state of the transistors, which in turn directly depend on the

processing data. Consequently, the static power consumption of the CMOS logic is

substantially data-dependent. However, compared to the dynamic power dissipation,

the static leakage power of the CMOS consumes a negligible amount, which is possibly

neglected in modeling.

In the other technology, MOSFET (Metal Oxide Semiconductor Field Effect Tran-

sistors), although there is a significant off-current flow between the terminals, which

consumes a significant amount of static power, this amount is proportional to the

number of powered logic cells in the circuit. It turns out that the static power of the

MOSFET is independent of whether those standard cells are actively fed with input

data or not. Consequently, in modeling the power leakage for the SCA evaluation, this

amount of power is also possibly neglected.

Power consumption traces generated by electronic design automation (EDA) tools

such as Synopsys PrimeTime are critical for evaluating information leakage in crypto-

graphic hardware systems. These traces, derived from power analysis simulations, en-

able engineers to quantify the susceptibility of a design to side-channel attacks (SCAs),
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which exploit unintended physical emissions, such as power fluctuations or electromag-

netic radiation, to extract sensitive data like encryption keys. Multiple methodologies

exist, such as Test Vector Leakage Assessment (TVLA) or Power Analyses to assess

the vulnerabilities of a proposed hardware design against SCAs.

b. Security Evaluation Framework
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Figure 2.8: Methodology for evaluating the Test Vector Leakage Assessment
(TVLA).

Test Vector Leakage Assessment One of the most widely adopted and com-

prehensive approaches is the TVLA. This approach provides a statistical framework for

detecting subtle correlations between processed data (e.g., cryptographic operations)

and observable side-channel signals, such as power consumption or electromagnetic

emanations. The TVLA evaluation framework operates by statistically analyzing side-

channel traces to detect data-dependent leakage. In practice, this involves feeding a

cryptographic module with two distinct sets of test vectors: one fixed (e.g., a constant

plaintext) and one random (e.g., varying plaintexts). Power or electromagnetic traces
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are collected during the module’s operation, and a statistical test—often a Welch’s

t-test—is applied to determine whether the traces differ significantly between the two

sets, as depicted in Figure 2.8.

Firstly, the average of all the traces in each power trace set is computed and denoted

as XA and XB, respectively. After that, the sample standard deviations SA and SB are

also derived by the statistical tools. The T-statistic trace value is computed point-wise

via Equation (2.5):

T =
XA −XB√

S2
A

NA
+

S2
B

NB

(2.5)

Using Welch’s t-test, a threshold of 4.5 standard deviations, corresponding to 99.999%

confidence that a difference shown is not due to random chance, will be set. Further, for

each test, the t-test should be run twice on independent data sets. If, for a given test,

the same time point in both data sets exceeds ±4.5, the device is leaking data-related

information through the power or electromagnetic traces.

The advantage of the TVLA is its generality. This leakage evaluation does not

require prior knowledge of the cryptographic algorithm or attack methodology. As a

consequence, TVLA is suitable for evaluating black-box systems. However, TVLA’s

effectiveness depends on the quality of the traces. Noisy or misaligned measurements

can obscure leakage signals, necessitating preprocessing steps such as filtering, trace

averaging, or alignment using reference patterns.

Power Analyses Evaluation Approaches Another approach for evaluating

security is performing an experimental hardware attack, such as power analysis, to

assess the security level of the implemented design. One of the most powerful engines

for power analysis is the CPA.

CPA is a sophisticated side-channel attack technique designed to extract secret

cryptographic keys by analyzing the power consumption patterns of a device during

its operation. Unlike brute-force methods, CPA exploits the correlation between the

power traces—recordings of a device’s power usage over time—and hypothetical power

consumption models derived from the cryptographic algorithm being executed. By

statistically comparing measured power traces with predicted models, attackers can

systematically deduce portions of the key, significantly reducing the computational

effort required to compromise the system.

The methodology of CPA involves several key steps. First, an attacker collects

many power traces generated by the target device while it performs cryptographic

operations on known input data. Next, a hypothetical model of the cryptography

model is simulated with the corresponding plaintext for each possible key guess. In
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the following step, a leakage model of the hypothesis, which is based on the Hamming

weight or Hamming distance, generates the reference power traces of intermediate data.

After successfully collecting both sets of traces, Pearson’s correlation coefficient is

then computed between the hypothetical power values and the actual measured traces

at each point in time, as illustrated in the equation.

ρAB =

∑
i aibi − na.b√

N
∑

i a
2
i − (

∑
i ai)

2.
√

N
∑

i b
2
i − (

∑
i bi)

2
(2.6)

where, N denotes the number of samples in the power traces, ai, bi represent the indi-

vidual sample points indexed with i of the power traces and hypothetical model.

A high correlation at specific intervals indicates that the hypothesized key portion

is likely correct, as the model aligns with the observed power fluctuations. This process

is repeated iteratively for all key segments until the full key is reconstructed.

The effectiveness of CPA underscores critical vulnerabilities in unprotected hard-

ware and emphasizes the need for robust countermeasures. However, the effective-

ness of the executing CPA depends on the amount of noise and the alignment of the

measured power traces. To address these issues, the designers also need to perform

additional preprocessing steps such as filtering, trace averaging, or alignment using

reference patterns.

2.4 Summary

The conventional methodologies for hardware designs, such as top-down or bottom-

up, are popular and effective in implementing a complete design from the assumption

specifications. The biggest advantage of these traditional approaches is the ease of

application. However, with the rapid development of resource-constrained applications

and increasing security requirements, conventional methodologies face a lot of limita-

tions. One of them is the high time-to-product and designing time.

Advanced design methodologies have enabled engineers to develop secure systems

systematically by integrating security evaluations into the design workflow. However,

these evaluations are typically relegated to the final stages of the design process, cre-

ating a critical limitation: Designers are often forced to retroactively address security

concerns, which restricts their ability to holistically balance security requirements with

hardware implementation metrics such as power, area, or performance. This sequential

approach risks suboptimal trade-offs, as late-stage security adjustments may necessi-

tate costly redesigns or compromises in system efficiency.

Recent advancements in AI-based Automatic Design Space Exploration (DSE) offer

promising solutions to this challenge. By automating the exploration of design config-
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urations and optimizing for multiple objectives (e.g., security, resource utilization, and

latency), these tools empower designers to identify optimal solutions that harmonize

competing priorities. Yet, while existing AI-driven DSE frameworks excel at multi-

objective optimization, they often treat security as a static constraint rather than a

dynamic, co-equal parameter to be actively optimized during the design process.

This gap underscores the need for a paradigm shift: embedding security-aware co-

optimization into conventional frameworks. This thesis realized this limitation by im-

plementing the first proposal of a low-cost, low-power hardware design for ECC-based

passive RFID. The experimental results of the first proposal achieve a comparative

hardware design. However, during the design process, the drawbacks of utilizing the

conventional design methodologies have been shown. In chapter 3, a detailed descrip-

tion of the first proposal is discussed before recognition of the motivation for a novel

design methodology, which is presented in chapter 4.

39



Chapter 3

Hardware Implementation of Elliptic

Curve Cryptography

In the previous chapters, we showed one of the most critical issues of the ECC-based

passive RFID tags. A balanced design, which is a compromise between the imple-

mentation cost and the security level against wireless attack and hardware attacks,

is a challenge for the designers to implement by utilizing the design methodologies

presented in Chapter 2. In this chapter, we propose a low-cost, low-power hardware

implementation of Elliptic Curve Cryptography using the Top-down design method-

ology. The proposed hardware design has been implemented using the TSMC CMOS

65nm technology. To evaluate the security of the implemented ECC-based RFID tag,

we use the TVLA evaluation methodology. The experiments confirm that the proposed

hardware architecture of ECC is resilient against widespread side-channel attacks and

satisfies the physical requirements of the passive RFID tags.
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3.1 The proposed algorithm of Binary Edwards Curve

This section presents the proposed Binary Edwards Curve (BEC) algorithm, which

is secured against SCA and fits the passive RFID tag requirements. Firstly, an in-

troduction to conventional BEC point multiplication [23, 24] is presented. However,

the original BEC provides the completeness property that is secured against SCA.

However, the hardware implementation of the BEC surpasses the passive RFID tag’s

constraints [11, 20] in terms of power consumption, area footprint, and latency. Ad-

dressing this problem, in the last part of this section, a proposed hardware architecture

corresponding to the reduced point multiplication algorithm is demonstrated in more

detail.

3.1.1 The Projective ω- coordinates in BEC

As analyzed in Table 1.4, the implementation cost of point multiplication on BEC using

Affine Coordinates is higher than the Binary Generic Curve (Weierstrass Curve). Ad-

ditionally, the original BEC’s point multiplication also requires field inversion, which

is the most complex operator among field operators. Addressing the resource con-

straints of the BEC’s point multiplication, the Differential Addition Chain is proposed

to replace the original algorithm using the affine coordinates. This approach requires

the calculation of only one coordinate ω instead of two affine coordinates (x, y). In

particular, ωi = xi + yi is the difference of two coordinates of the point P (xi, yi). The

addition law of the ω−coordinate is Equation (3.1):

ω3 =
ω2
1 + ω2

2 +
1
ω0
(ω2

1 + ω2
2)

1
ω0
(ω2

1 + ω2
2) + 1

(3.1)

n the case ω1 = ω2, the doubling law of the ω− coordinate is Equation (3.2):

ω4 = 1 + d
1

d+ (ω2
2 + ω2)2

(3.2)

Assuming that at the end of the point multiplication, two values ωQ = ω(kP ) and

ωQ+1 = ω(kP + 1) are the results of the Montgomery Ladder algorithm. par To

retrieve the affine coordinate (x2, y2) or (x2 + 1, y2 + 1), solving a equation (3.3) by

using half-trace method is required:

x2
2 + x2 = A (3.3)

where:

A =
ωQ+1(d+ I(1 + J) + I2) + dJ + (y21 + y1)(ω

2
0 + ωQ)

ω2
0 + ω0

(3.4)
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with I = ω0ωQ, J = ω0 + ωQ. Thus, Equation (3.3) needs 1I + 4M + 4S with I,M, S

being field inversion, multiplier, and squares, respectively. Besides, solving Equation

(3.3) by using half-trace algorithm [20] requires ⌈m
2
⌉ field squares.

After retrieving the x-term, the remaining coordinate is calculated by solving the

quadratic equation as below:

y22 + y2 = C (3.5)

where:

C =
d(x2

2 + x2)

d+ x2 + x2
2

(3.6)

Similarly, to derive the y-coordinate from the Equation (3.6), there is a need for 1I+1M

to compute C. Additionally, a repetition ⌈m
2
⌉ times of field squares is also required

for solving the quadratic equation (3.6) by the half-trace. The complexity of a general

method using ω− coordinate is m(2I + 2M + 3S) +mS + (2I + 6M + 5S) where m

represents the order of the binary field.

3.1.2 The Proposed Point Operators using the Projective ω-coordinates

in BEC

3.1.2.1 Proposed Point multiplication algorithm neglecting the retrieving affine

coordinates

To reduce the complexity of the BEC-based RFID tags, firstly, the thesis proposes

to remove the retrieving step from the ω-coordinates to affine coordinates. In the

convention by Koziel et al. [11], the procedure of Point Multiplication using the ω-

coordinates is presented in Figure 3.1. The steps in white boxes show the procedure of

point multiplication using the omega-coordinate; meanwhile, the red blocks represent

the retrieval of the affine coordinate steps.

At the beginning, the result of the point multiplication is the ω-coordinates of two

consecutive points ωQ = ω(kP ) and ωQ+1 = ω(kP + 1). The term A in Equation (3.4)

is processed in the following step before repeating ⌈m
2
⌉ times and accumulating the field

square of A. As a result of the process, the x-coordinate of the result point Q = kP

is derived. The following calculates the term C in Equation (3.6) by the computed

x-coordinate. In the next state, other repetition and accumulation of squared C are

performed in ⌈m
2
⌉ times to calculate the y-coordinate of the result point Q. At the

end of the process, after deriving both (xQ, yQ), the resulting affine point is sent to the

server for the authentication process.

As explained above, the steps for retrieving the ω coordinate to the affine coordi-

nate, represented as the red blocks in Figure 3.1, are complicated and incompatible
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Figure 3.1: Conventional Computation of Point Multiplication Q = kP using the
ω-coordinates.

Algorithm 2: Montgomery Point Multiplication for BEC using ω-coordinates.

Input: Generator point P (xP , yP ) ∈ GF (2m) and scalar k
Output: ω(Q) = ω(kP ) and ω(Q+ 1) = ω(kP + 1)

1 Initialization:;
2 ω0 ← xP + yP ;
3 Pre-compute 1

ω0
;

4 Set ω1 ← ω0;
5 Set ω2 ← DiffDouble(ω1);
6 for i← m− 2 to 0 do
7 if ki == 1 then
8 ω1 ← DiffAdd(ω1, ω2,

1
ω0
);

9 ω2 ← DiffDouble(ω2);

10 else
11 ω1 ← DiffDouble(ω1);
12 ω2 ← DiffAdd(ω1, ω2,

1
ω0
);

13 return ωkP = ω1 and ωkP+1 = ω2;

with constrained devices. Consequently, the initial proposal involves relocating the

recovery step to the server side, a non-constrained device potentially equipped with

powerful accelerators.

The point multiplication is now executed in the passive RFID tags, as shown in

Algorithm 2. Initially, the generator differential ω0 is computed as ω0 = xP + yQ. In

the next step, the point multiplication is executed in ω-coordinates, which results in
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Table 3.1: Comparison of the complexity of various approaches for Point Multipli-
cation in BEC.

Approach Complexity

General m(2I +2M +3S) + ⌈m
2
⌉S + (1S +4M +4S)

Neglecting retrieving step m(2I + 2M + 3S)

Projective Coordinate with
neglecting retrieving step

m(6M + 5S)

ω-coordinates of two consecutive points ωQ = ω(kP ) and ωQ+1 = ω(kP + 1). After

that, the point multiplication is finished, as indicated in Algorithm 2. Consequently,

the computational complexity is reduced by mS + (2S + 5M + 4S).

3.1.2.2 Proposed the Point Operators

The computational complexity of the first proposal remains m(2I + 2M + 3S). Nev-

ertheless, according to the report by Deschamps et al. [17], the field inversion is the

most complex operator over the binary finite field. The projective ω-coordinate is

proposed to avoid the use of the field inversion. Instead of using the pure ω term,

the differential coordinate is represented as ω = (W : Z), where ω = W
Z

. As a

consequence, the Equations (3.1), (3.2) are modified. The modified point addition

(W3, Z3 = (W1, Z1 + (W2, Z2) and point doubling (W4, Z4 = 2 · (W1, Z1) are presented

as Equation (3.7).

W3

Z3

=
(W1Z2 +W2Z1)

2 + 1
ω0
(W1Z2 +W2Z1)

2

Z2
1Z

2
2 +

1
ω0
(W1Z2 +W2Z1)2

W4

Z4

=
(W1(W1 + Z1))

2

d · Z4
1 + (W1(W1 + Z1))2

(3.7)

Considering the computational complexity, using the projective ω-coordinate, the point

multiplication needs m(6M + 5S), as described in Table 3.1. As discussed in Table

3.1, the projective ω-coordinate saves two field inversions, although it requires four

field multipliers more and two field squares more. As a result, the hardware design

implemented in this approach by Koziel et al. [11] requires five temporary registers.

In hardware implementation, internal registers consume much more dynamic power

than the combinational logic elements. Therefore, minimizing the number of internal

registers reduces the power consumption of the device.

The second proposal in this thesis is optimizing the point operator to minimize

the number of storage registers used. The quartic term of Z4
1 in Equation (3.7) over

44



Table 3.2: Computation Order of the Proposed Point Operators.

Register A Register B Register C Register D

Step 0 - - (W2Z1)
2 -

Step 1 - - C + (W1Z2)
2 -

Step 2 - - - (Z1Z2)
2

Step 3 - - C + 1
ω0
C D + 1

ω0
C

Step 4 (W1(W1 + Z1))
2 - - -

Step 5 - (Z1Z1)
2 - -

Step 6 - A+ d ·B - -

GF (2m) can be represented as below:

Z4
1 = (Z1 · Z1)

2 (3.8)

Consequently, the alternative of the point addition and point doubling is presented as

Equation (3.9)

W3

Z3

=
C + 1

ω0
· C

(Z1Z2)2 +
1
ω0
· C

W4

Z4

=
A

d · (Z1 · Z1)2 + A

(3.9)

where common variables C = (W1Z2)
2 + (W2Z1)

2 and A = (W1(W1 + Z1))
2.

Regarding the computational complexity, the quartic term Z4
1 requires one field

square and one field multiplier. The point multiplication using the proposed operators,

which are presented in Equation (3.9), requires m(6M + 4S). Consequently, using

the proposed point operators, assuming that the hardware design includes one field

multiplier and one field square the process of a point multiplication requires four m−bit

registers instead of five.

In particular, in the first step, register C is assigned the results of the (W2Z1)
2

followed by an accumulation with (W1Z2)
2 in second step. Third step processes the

square of multiplication(Z1Z2) and assigning the results to register D. Fourth step

appears the results of W3, Z3 at register C and D, respectively, by accumulating 1/ω0.

In step 5th, value of W4 is computed as the result of (W1(W1 + Z1))
2 and stored in

register A. Step 6th computes the quadric term of Z1 and stores in register B. In the

last step, the value of Z4 results from the XOR operation between register A and the

multiplication of register B with the constant d. The order of the computing and

storing of the temporary value for the point addition and point doubling is indicated

in Table 3.2.
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3.2 The proposed Hardware Architecture of Binary Ed-

wards Curves

A systematic architecture of a low-cost, low-power Binary Edwards Curve is proposed

to implement the proposed point multiplication algorithm that neglects the retrieval of

affine coordinates for the constrained passive RFID tags. In particular, a top view of

the proposed module is presented first before an insightful description of the proposed

arithmetic computation block (ACB).

3.2.1 The Proposed Arithmetic Computation Block

An integrated block of arithmetic computation (ACB) is proposed to process immedi-

ately the field multiplier and the field square as depicted in Figure 3.2 for minimizing

the number of registers. A detailed illustration of the proposed ACB block is presented

in this section.

3.2.1.1 Integrated Arithmetic Computation Algorithm

To implement the second proposed point operator, which is explained in Equation (3.9),

a general equation f(a, b, cond) is implemented as the integrated arithmetic computa-

tion in the following equation:

f(a, b, cond) =

(ab)2, cond = 1

ab, otherwise

(3.10)

According to Equation (3.10), when cond = 1, the ACB processes the field square of

Field 
Multiplier

Field 
Square

clock

enable

inA

inB

cond

cond

1

0

outACB

ACB

Figure 3.2: Proposed architecture of the arithmetic computation block.

the multiplication of inputs f(a, b, 1) = (ab)2. Otherwise, when cond = 0, the ACB

multiplies 163-bits inputs of a and b.
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The input pins of the proposed ACB include synchronization signal (clk), control-

ling signals (cond, enable), and pins of 163 bits of inA and inB. The 163-bit output

pin outACB is the result of the function f(a, b, cond).

3.2.1.2 Interleaved Field Multiplier

One field multiplier and one field square are integrated within the arithmetic compu-

tation algorithm. At the beginning, the field multiplier of a(x) and b(x) is processed

as the following:

a(x) =
m−1∑
i=0

aix
i

b(x) =
m−1∑
i=0

bix
i

(3.11)

The interleaved field multiplier of a(x)·b(x) mod f(x), which is declared by Deschamps

et al. [17], utilizes the bit-serial computation to minimize the implementation cost.

Multiplication of two elements a(x) · b(x) mod f(x) over the finite field GF (2m) with

the irreducible polynomial f(x) = f0 + f1x+ · · ·+ fmx
m is expressed as:

a(x) · b(x) =
m∑
i=0

aix
i · b(x) mod f(x)

= (a0 · b(x) + a1x · b(x) + · · ·+ a162x
162 · b(x) mod f(x)

= (a0 · b(x) mod f(x)) + (a1x · b(x) mod f(x)) + · · ·+

(amx
m · b(x) mod f(x))

(3.12)

In Equation (3.12), the term x · b(x) mod f(x) is expressed a one position shift-left

register:

x · b(x) = x ·
m−1∑
i=0

bix
i mod f(x)

= x · (b0 + b1 · x+ · · ·+ bm−1 · xm−1) mod f(x)

= f0 · bm−1 + x · (b0 + f1 · bm−1) + · · ·

+ xm−1 · (bm−2 + fm−1 · bm−1)

= bm−1 · f0 +
m−2∑
i=0

(bi + bm−1 · fi+1) · xi+1

(3.13)

According to the expression depicted in Equation (3.13), the interleaved field multiplier

value a(x) · b(x) mod f(x) is utilized as Algorithm 3. Within GF (2m), the interleaved

field multiplier requires 2m #AND +(2m−1) #XOR and three m− bit registers for storing

a(x), b(x), and c(x).
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Algorithm 3: Interleaved Field Multiplier of a(x) · b(x) mod f(x).

Input: Polynomials a(x) and b(x) defined over GF (2m) with irreducible
polynomial f(x)

Output: c(x) = a(x) · b(x) mod f(x)
1 Initialization:;
2 Set c(x)← 0;
3 for i← 0 to m− 2 do
4 if ai == 1 then
5 c(x)← c(x) + b(x);

6 b(x)← x · b(x);
7 return c(x);

3.2.1.3 Classic Field Square

In addition, the field square in this thesis is implemented as pure combinational logic

to reduce the number of flip-flops. Thanks to this structure, which is explained in

more detail by Deschamps et al. [17], the classic field square requires (m2 − 2m)#AND

+(m2 − 3m + 2)#XOR. However, Paar [54] showed that the computational complexity

of classic field square depends significantly on the selected irreducible polynomial.

Therefore, by choosing the irreducible polynomial f(x) = x163 + x7 + x6 + x3 + 1, the

classic field square is implemented as 828 #XOR.

3.2.2 The Proposed System Architecture of BECs

3.2.2.1 Systematic Architecture of BECs

The Binary Edwards Curve (BEC) offers a range of key lengths correlating with dif-

ferent security levels. Depending on the application, security can vary from standard

with 163-bit keys to robust with 571-bit keys. This key length is 80-bit to 256-bit se-

curity, similar to DSA [55]. The BEC architecture is versatile, accommodating various

security needs.

This thesis focuses on optimizing the implementation costs of the BEC-163 over

the Binary Field GF (2163) for the passive RFID tag application. Several irreducible

polynomials are available within the Finite Field GF (2163). In an additional approach,

the irreducible polynomial with the lowest Hamming weight is selected to minimize the

design complexity, as expressed in Equation (3.14):

f(x) = x163 + x7 + x6 + x3 + x+ 1 (3.14)

The proposed top-level module of BEC performs the point multiplication, represented

as Q = k ·P , where k is a scalar integer playing the role of the private key of the passive
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RFID tag and P = (Px, Py) is the generation point. To safeguard the private key k,

the Montgomery Point Multiplication is employed, which is presented in Algorithm 2.

This approach computes iteratively using both point differential addition and point

differential doubling. These processes are repeated over 163 loops.

sm_bec

ACB

FSM

inA

inB

o
u
tA
C
Bcurrent_state

done

rst

ki

enable

clock

current_state

current_state
inputs

outputs

Registers
outputs

Figure 3.3: Proposed low-cost, low-power architecture of Binary Edwards Curve
using bit-serial processing.

Furthermore, addressing issues regarding optimizing the implementation costs of

the Binary Edwards Curve, the top module of the proposed hardware architecture

applies bit-serial processing to minimize the number of internal registers and the num-

ber of arithmetic processing units, as shown in Figure 3.3. In particular, using the

bit-serial architecture, the implemented hardware requires four internal registers (A,

B, C, and D), each of 163 bits, and one block for field arithmetic computation. In

addition, there is one controller component, which implements the finite-state machine

and manipulates the computing activities of the module.

3.2.2.2 Interface of the Proposed Hardware Design of BECs

Table 3.3 presents the Interface of the proposed BEC. There are five input ports and

two output ports. Among the inputs, signals ’clk’, ’rst’, and ’enable’ are used for

controlling the module. In particular, the ’clk’ is the synchronization signal for align-

ing activities of the proposed BEC module. Besides, ’rst’ signal is the reset signal,

which enables the initialization of the value of all internal registers. In addition, the sig-

nal of ’enable’ starts the proposed BEC module to compute the point multiplication

when all the inputs data is fed fully into the proposed module. The ’inputs’ signal
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includes six configuration values, each of 163 bits. They are ω0,W1, Z1,W2, Z2, which

presents the generation points P = (Px, Py); meanwhile, the pre-defined parameter d

represents the particular Edwards Curve.

Table 3.3: The interface of the proposed BEC-163.

Name of port
Width
(bits)

Group Description

Input Ports

clk 1
Synchronization

Signal
Synchronous Clock Signal

rst 1 Control Signal
Asynchronous Positive

Reset Signal

enable 1 Control Signal
Enabling the Top module

to process

ki 1 Data Signal Bit of Private Key

inputs 163 Data Signal
Set of configuration signals

including
ω0,W1, Z1,W2, Z2, d

Output Ports

done 1 Indicate Signal
Inform the Top Model

completely computes the
point multiplication

outputs 163 Data Signal
Set of resulted signals

involving W3, Z3,W4, Z4

According to the illustration of Table 3.3, the top module of the proposed BEC owns

one indicator signal ’done’ and one data out signal of 163 bits ’outputs’. The ’done’

signal indicates the status of the top module that the design is, whether completely

calculated or not. When this signal is not active, the point multiplication is in progress.

In contrast, if the ’done’ signal is active, the point multiplication is completed, and

the operation results are ready at the ’outputs’ port. The operation results involve

four values, each of 163 bits, such as (WQ, ZQ) and (WQ+1, ZQ+)

3.2.2.3 Finite State Machine

A model of the Mealy Finite State Machine (FSM) is presented in Figure 3.4 to control

the datapath and the computational progress of the proposed BEC block. There are

four states: ’IDLE’, ’Load data’, ’Compute’, and ’Done’ to minimize the complexity

of the controller block. In addition to the control signals explained above, the states
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of the FSM are controlled by the loop counter value ’loop_cnt’. Particularly, the

illustrations of certain states in the FSM are listed below:

� ’IDLE’: At this state, all the values of the internal registers are initialized to 0.

The indicator signal ’done’ is also reset to 0. When the ’rst’ is not active, the

current state is transformed to the next state ’Load data’.

� ’Load data’: At the ’Load data’ state, configuration parameters ω0,W1, Z1,W2, Z2, d

are assigned on the internal registers. After all the pre-defined parameters are

loaded into the internal registers, the control signal ’enable’ activates and trig-

gers the current state to transform to the state ’Compute’.

� ’Compute’: After loading all configuration variables to the internal registers,

state ’Compute’ starts to compute and assign the results of the point operators

to the internal registers. These operations are repeated over 163 loops. In the

following, when the loop counter value ’loop_cnt’ = 163, the indicator signal

’done’ raises an active level and triggers the machine to transfer to the last state.

Besides, the results of point multiplication (WQ, ZQ) and (WQ+1, ZQ+), which are

stored in the internal registers, are fed into the ’output’ port.

� ’Done’: In the last state of the proposed FSM, the indicator signal ’done’ keeps

the same value before a transformation of state to the ’IDLE’ of the machine.

IDLE

Load
data

Compute

Done 

rst = ‘1’
registers <= (others => ‘0’)

rst = ‘0’
registers <= inputs

enable =‘1’
registers <= outACB

enable =‘0’
registers <= inputs

enable =‘1’
registers <= outACB

cnt =163
output <= registers

rising_edge(clk)
done <= ‘1’

done <= ‘1’

done <= ‘0’

Figure 3.4: Block diagram of the proposed Mealy FSM.

In the ’Compute’ state, in addition to the register ’loop_cnt’, another register,

’step_cnt’, is utilized for manipulating the input data for the point operator. The
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computation workflow of the point operator within this state is presented in Figure 3.5.

When the FSM transforms to the ’Compute’ state, both ’loop_cnt’ and ’step_cnt’

are initialized to 0. Once ’enable’ signal is activated, the inputs of the points operator

are assigned according to the ’step_cnt’.

enable?=1

step_cnt?=3||6

Start

Initialize regs
loop_cnt = 0
step_cnt = 0

Assign inputs
for ACB 
(inA, inB)

Assign cond = 1Assign cond = 0

mult_done ?= 1mult_done ?= 1

Assign results
to regs

step_cnt += 1

step_cnt?=6

loop_cnt += 1
step_cnt = 0

loop_cnt?=163

End

TrueFalse

False

True

True

False

False

True

Figure 3.5: Flow chart of computation in Compute state.

After the field operator completes its process, the results are stored in the internal

registers, and the ’step_cnt’ is incremented. If ’step_cnt’ reaches the last step, the

register ’loop_cnt’ is incremented. Conversely, the inputs to the point operator are

reassigned, and ’step_cnt’ is reset to 0. For example, in the proposed hardware of

BEC, there are seven rounds of ’step_cnt’ ranging from 0 to 6. These processes are

repeated for 163 iterations. During the final iteration, when ’loop_cnt’ equals 163,
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computation concludes, prompting the FSM to transition to the next state.

3.3 Hardware Implementation Results

As standardized in the ISO/IEC-14443, the maximum protocol that executes the pro-

cedure of authenticating an object in an RFID application is no longer than 20ms.

Besides, the state-of-the-art rectifier antenna also shows that the budget of power con-

sumption is 240µW [2]. By implementing the proposal architecture on hardware, the

compatibilities of the proposal are validated.

3.3.1 Experimental Setup

In this section, the implementation of the proposed design of the BEC architecture will

be presented. The implementation cost and the security properties of the proposed

BEC design will also be provided and discussed. The top module is implemented

with VHDL language, and behavioral simulation in QuestaSim is developed for system

verification. A set 10,000 random keys (krand) with a generation point P (ωP , zP ) and

corresponding points Q(ωQ, zQ) = k · P (ωP , zP ) is the golden model for the functional

evaluation and post-synthesis simulation.

The validation of the system is processed by Synopsys Electronic Design Automa-

tion (EDA) tools such as Design Compiler and PrimeTime with the CMOS 65nm from

TSMC at the operational frequency of 10MHz. The implementation cost includes

the area cost, which is measured by the number of equivalent gates of the design and

reported by Synopsys Design Compiler. In addition, the latency of the point multiplica-

tion is measured by the duration of completing an operation of the point multiplication

and reported from the post-synthesis simulation. The power consumption measured in

(µW ) is estimated and reported by the Static Timing Analysis process in the Synopsys

PrimeTime. Regarding the security validation, there are several approaches to assess-

ing the vulnerabilities of the proposed design against SCA. One of the most popular

and general methods is measuring the leakage information from the side channel trace,

such as power or electromagnetic, which is known as Test Vector Leakage Assessment

(TVLA) [56] as illustrated in Figure 3.6.

In Figure 3.6, the power traces of two experiments, fixed key and random key, are

used to compute the means and the standard deviation metrics. After that, by applying

the t-statistic method using Welch’s t-test equation in Equation (2.5), an assessment

trace T is computed. The amount of leakage α less than the threshold of 4.5 is safe for

the SCA vulnerabilities.
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fixed point

Random key 
with fixed point

Means vs standard 
deviation

Means vs standard 
deviation

TVLA

Figure 3.6: Evaluation flow of TVLA.

3.3.2 Hardware Implemntation Results

The equivalent area cost report of the proposed design is 21.68 kGates, approximately

0.031mm2, in which the ACB block takes 5.641 kGates and 3.9 kGates of the immediate

register. The percentage of each component in the proposed top module is presented in

Figure 3.7. It is also noticed that the proposed BEC point multiplication occupies only

12.7 kGates and four internal registers of 163 bits for storing the data. The minimum

average power consumption of the design is 126µW , which consumes an energy of 2.4µJ

for each point multiplication. Regarding the latency of the proposed design, each point

multiplication is executed in a delay of 19.05ms.

26%

17.98%

56.02% ACB Block

Registers

Controller and Others

Figure 3.7: Percentage of the area cost of each block.

Table 3.4 compares the implementation cost between the related works and the

proposed design of BEC. To fairly compare hardware implementations, the efficiency

of the energy metric is defined as the number of processed bits in one microjoule over

a clock cycle (bits/(µJ · cycle)) as follows:

Energy Eff. =
m

E · T
(3.15)

where m denotes the number of representation bits of the secret key, E represents the

energy consumption (µJ), and T is the latency of the point multiplication measured

in number of clock cycles.
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Compared to symmetric cryptography, such as AES [7] and ASCON [9], our pro-

posal occupies a physical area 1.5 times and 3.5 times larger, respectively. Regarding

the power consumption, our proposal BEC design takes 126µW , which is 6 times and

8 times higher compared to the AES [7] and ASCON [9] respectively. However, these

symmetric cryptography designs trade off the security issue related to the key distribu-

tion. Therefore, to deploy the practice system using symmetric cryptography, the key

distribution mechanisms, which are based on the asymmetric algorithms, are supple-

mented to securely share the secret key with seperated parties. In another comparison,

1024-bit RSA [12] shows a higher demand for power consumption, which is approx-

imately 100 times larger compared to our design. As a result of the comparison to

the different cryptographies, such as AES [7], ASCON [9], and RSA [12], our proposal

design shows an efficiency that balances between the hardware cost and security level.

Among the Elliptic Curve Cryptography, it has been noted that the fastest hardware

implementation is proposed by Rovzic et al. [61], which executes a point multiplication

over the Koblitz curve during 86,000 clock cycles, which is half of our design’s demand.

By minimizing the complexity of the point multiplication, hardware implementations of

Dan et al. [59] and Rovzic et al. [61] are generally faster than those executing the BEC

[11, 20, 57–60]. However, these curves are incomplete, which makes them vulnerable

to power analysis. Among the hardware implementations of complete curves (BEC),

Rashidi et al. [60] provided a digit-serial architecture with processed word ω = 9, that

requires the least cycles of clock for executing the point multiplication of 126,983 cycles.

Besides, as implemented at 1GHz of operational frequency, the point multiplication

proposed by Rashidi et al. [60] executes in 0.118ms. The trade-off of this parallel

architecture is a larger area, twice times compared to our proposed hardware design.

In terms of the physical area cost of the BEC implementation, Koziel et al. [11]

proposed a low-cost architecture at 10.95 kGates of BEC and five registers of 163

bits, which are 14.05% smaller than our proposal. The main disadvantage of this

design is disabling the completeness property [62]. By using the Co-Z trick, the BEC

implementation of Koziel saves one field multiplier in each point operator. However,

this leads to the variance of (R1−R0), where R1, R0 are the results of point addition and

point doubling, respectively. As a consequence, this hardware architecture is vulnerable

to power analysis attacks. Regarding energy consumption, our proposal offers the

highest efficiency at 3.56 · 10−4(bits/(µJ · cycle)), which is 1000 times better than the

implementation on FPGA by Lara-Nino et al. [58].

According to the comparison analysis, this work proposed a low-cost, low-power,

and energy-efficient architecture for BEC. Additionally, referring to the constraints of
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Figure 3.8: Power trace of the point multiplication recorded by PrimeTime.

the passive RFID tags, our proposed hardware design satisfies all the requirements of

latency (19.05 < 20(ms)) and power consumption (126 < 240(µW )).

3.3.3 Security Evaluation

Thanks to the VCD file generated from the post-synthesis simulation, PrimeTime

records the power traces of the point multiplications. The power traces describe the

instance power consumption of the proposed design, depicted in Figure 3.8. They

evaluated the system’s robustness against SCA to ensure the security property of the

system.

In this experiment, to evaluate the power leakage of the proposed BEC design, a set

of 50 fixed keys and 50 random keys is implemented. The evaluation result is illustrated

in Figure 3.9. The first 1000 samples of the α− traces show the most leakage source

compared to the remaining part of the trace. Nevertheless, the maximum leakage,

which occurs in the beginning of the encryption, is 3.36, smaller than the standard

threshold of 4.5. In the remaining, the tau-value is smaller than 1, which provides

a strong security against the power analysis techniques. Thus, the proposed design is

secured against the SCA, especially the power analysis.
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Figure 3.9: Experiment of leakage assessment of the proposed BEC design.

3.4 Summary

This section of the thesis proposes a low-cost, low-power architecture with a modified

algorithm for point multiplication of BEC. This modification firstly removes the re-

trieving step from the affine coordinate to the ω− coordinate to reduce the complexity

of the design. In addition, a minimized point operator of the BEC within the ω−
coordinate is proposed to reduce the number of the internal registers. To deploy the

minimized point operator, an arithmetic computation block (ACB) is lastly proposed

to minimize the number of internal registers, decreasing the system’s implementation

cost. According to the synthesis results within the CMOS 65nm technology library

from TSMC, the proposed BEC provides a low-cost, low-power design that satisfies

the physical requirements of passive RFID tags. In addition, the TVLA evaluation of

the system also validates the security property against the SCA threats. This proposal

for the thesis is published in [C1].

However, the time-to-production is proportional to the repetition in selecting the

design. Additionally, the late supplementing of the security countermeasure prevents

the designers from considering both security and the implementation cost in the early

design phase. Therefore, there is a critical need for a novel design methodology that

enables the design consideration and evaluation of both security and implementation

costs at the beginning.
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Chapter 4

Proposed Early Evaluation Design

Methodology

As stated in the summarization of the previous chapter, the time-to-production, as

well as the time-to-market, is one of the most critical issues of the VLSI design. With

the development of semiconductor applications, the complexity of electronic devices

has risen dramatically. As a result, the integration of millions of sub-blocks with the

heterogeneous constraints necessitates careful planning and optimization across var-

ious stages, including architectural design, simulation, verification, and physical lay-

out. In addition, several device architectures, algorithms, and configuration parameters

must be implemented and verified carefully before choosing the most compatible ones.

Therefore, as significant as the repetition of these multiple stages is, it escalates the

time-to-market cost.

This chapter presents the proposed EEMitM design methodology in Section 4.2.

This combines the conventional design methodology and the early analysis mechanism,

which helps designers consider both hardware security issues and the implementation

cost of ECC-based RFID systems in the early stages of the design process. In addition,

innovative approaches to generating the pseudo power traces are introduced in Section

4.3 before showing the results of implementing the proposed design methodology.
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4.1 Introduction

In the context of security devices, such as passive RFID tags, complementing coun-

termeasures at the end of the design process also involves a critical challenge. The

additional computations increase the hardware implementation cost of the design. Con-

sequently, this motivates designers to propose design flows incorporating the security

evaluation in each design step.

Several established design methodologies, which are presented in more detail in

Chapter 2, have been developed to include security considerations in digital design.

Among these, the top-down design approach is the most prevalent for designing Ellip-

tic Curve Cryptography (ECC) primitives, and it has been widely applied in numerous

studies [31–35] within the literature. However, a significant limitation of these imple-

mentations is their lack of detailed information regarding the systematic architecture

and implementation costs of the internal modules. Additionally, in the context of the

ECC-based authentication protocol for passive RFID, the heterogeneous constraints of

the alternative implementation levels challenge the designer to estimate the systematic

costs. As a result, these approaches cannot substantiate their designs’ compatibility

with the specific constraints inherent to passive RFID tag systems, such as power

limitations, computational capacity, and communication requirements.

In addition to the top-down approach, several works [41, 42] have explored using

the bottom-up design methodology. A key limitation of this methodology is that it

is time-consuming to develop, which becomes increasingly problematic when applied

to complex systems. As the system’s complexity grows, the simulation, verification,

and validation become exponentially more difficult and resource-demanding. This re-

sults in a considerable increase in both the time and computational effort required to

evaluate the correctness and functionality of the design. Consequently, the bottom-up

methodology proves to be less compatible with the design of ECC primitives, par-

ticularly given the intricate nature of ECC implementations that require fine-tuning,

optimization, implementation, and evaluation.

In summary, both the top-down and bottom-up approaches share a critical over-

sight: they often treat security as an afterthought or an additional feature to be inte-

grated into the design at a later step of the design flow rather than considering it as

a foundational requirement that must be embedded throughout the entire design pro-

cess. This misjudgment undermines the ability to simultaneously achieve an efficient

and secure solution, complicating the development of ECC-based authentication pro-

tocols. As a result, these methodologies struggle to strike an effective balance between

meeting stringent security requirements and maintaining an acceptable implementation
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cost, which is crucial for resource-constrained environments such as passive RFID sys-

tems. The inability to adequately address security at every stage of the design process

leads to challenges in producing robust and cost-effective ECC-based solutions.

In order to solve the mentioned problem, this thesis proposes an Early Evaluation

Meet-in-the-Middle design methodology. Specifically, the contribution regarding the

design methodology in this chapter of the thesis is an innovative design methodology.

The proposal enables designers to quickly choose the optimal design based on the

database of the primitives. Thanks to using the primitive component database with the

analyzing mechanism of the proposed design methodology, the time-to-production for

finding the optimal design could be reduced by 480 times better than the conventional

approaches.

4.2 Proposed Early Evaluation Meet-in-the-Middle (MitM)

Design Methodology

This section presents the proposed Early Evaluation Meet-in-the-Middle (EEMitM)

design methodology, as depicted in Figure 4.1. The proposed design framework inte-

grates a bidirectional design approach, combining MitM architectural principles with

a Bottom-Up Evaluation and Validation process. In the initial design phase, system

architects define the functional specifications for the target system, including con-

straints on implementation costs and security requirements. Through iterative analy-

sis of modular dependencies and design variations, the resultant design of optimized

security primitive configuration and its associated authentication protocol architecture

is achieved at the end of the process.

The Bottom-Up Evaluation and Validation phase constitutes a critical empirical

verification stage within the proposed EEMitM designing framework, executed subse-

quent to the hardware integration of the derived system architecture. As a consequence

of leveraging prototype implementations of the synthesized cryptographic primitives

and authentication protocols, this process facilitates rigorous experimental validation

of both functional correctness and security robustness under real-world operational

constraints. Quantitative metrics—including security level, power consumption pro-

files, physical area cost, and timing analysis—are systematically extracted from the

hardware-realized system to assess compliance with pre-established security bench-

marks. Concurrently, structural integrity and protocol adherence are evaluated to

ensure alignment with constraint specifications and threat mitigation objectives.
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4.2.1 Early Evaluation Meet-in-the-Middle Design Process

The proposed Early Evaluation Meet-in-the-Middle (EEMitM) necessitates initial de-

sign specifications, including the expected physical area cost, power consumption, la-

tency, and desired security level. These quantitative metrics would be utilized as the

foundational criteria for the systematic evaluation, which enables an early analysis

and optimization mechanism of the proposed design methodology. The methodology

is structured into three sequential phases: Authentication, Scalar Multiplication, and

Field Operators Design, as described in Figure 4.1.

The proposed EEMitM design framework begins by establishing the quantitative

metrics of design specifications, followed by the authentication design phase. This ini-

tial phase focuses on selecting an optimal authentication protocol and its corresponding

security primitives, leveraging existing knowledge from databases such as those detail-

ing ECC (Elliptic Curve Cryptography) primitive blocks proposed in prior research.

The completion of the first phase within the EEMitM design methodology enables

designers to gain critical insights into the constraints governing security primitives, en-

suring the alignment with the operational limitations of resource-constrained devices.

These constraints encompass quantitative metrics such as physical area cost, temporal

latency, and equivalent energy consumption, which collectively define the implementa-

tion boundaries of cryptographic components like elliptic curve cryptography (ECC).

By leveraging these specifications, a systematic selection process is initiated to identify

optimal configurations for scalar multiplication.

In the last phase, the field operators phase, the design constraints of each field

operator are determined as the output of the previous design phase. Algorithms and

architectures of field operators are assessed to select the optimal design. At the end of

the process, a detailed systematic design of the optimal ECC-based authentication pro-

tocol is determined before starting to implement it by using the Hardware Description

Language (HDL).

Within each phase, the aforementioned analytical mechanisms are applied to expe-

dite the assessment of distinct design alternatives. This evaluative process facilitates

the rapid identification of optimal architectural configurations by comparing algorith-

mic implementations and parameter settings against predefined performance bench-

marks. By integrating these assessment protocols, the framework enhances decision-

making efficiency, allowing designers to prioritize solutions that align with the stipu-

lated cost, efficiency, and security requirements.
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4.2.1.1 Authentication Protocol Design Phase

In the first phase of the proposed design framework, designers evaluate the primitives

based on implementation costs, including physical area, power consumption, and la-

tency, as well as the security efficacy of their algorithms. By analyzing these factors,

a model is constructed to balance security requirements with practical constraints, en-

abling informed decisions about protocol suitability. This systematic approach ensures

that the chosen protocol aligns with both performance benchmarks and cryptographic

robustness.

The database of hardware components for security primitives corresponds to the

orange block illustrated in Figure 4.2. It includes mathematical representations of cryp-

tographic elements such as elliptic curve cryptography (ECC), hash functions, random

number generators (RNGs), and other essential operators, which are utilized during the

functional assessment phase. During this step, these mathematical models are aligned

with the authentication protocol’s structure to verify its operational validity. If the

protocol fails this evaluation, alternative protocols must be explored. If it succeeds,

the process proceeds to calculate the implementation costs, such as resource usage and

efficiency, of the selected authentication protocol, ensuring it meets both functional

and practical criteria.

a. Estimating the execution time of the authentication protocol. Following suc-

cessful functionality verification, the implementation cost estimation of the selected

authentication protocol is conducted. During this phase, the database supplies crit-

ical metrics for security primitives, including execution time, area cost, energy con-

sumption, and supplementary parameters. The total execution time of the protocol,

quantified in clock cycles (clk), is computed by Equation (4.1):

Ttotal(clk) = TECC
total + T hash

total + TRNGs
total

= nECC · tECC + nhash · thash + nRNGs · tRNGs

(4.1)

Equation (4.1), Ttotal(clk) denotes the cumulative latency, which is expressed in the

number of clock cycles, aggregated from constituent cryptographic operations, such

as ECC (TECC
total ), hash function (T hash

total ), and RNGs (TRNGs
total ). For operations indepen-

dent of a clock system, the latency of the computation is approximated using virtual

clock cycles. The total latency for each subcomponent is derived from the product of

the requisite instances of an operation (noperator) and the latency of a single instance

(toperator), as formalized by using Equation (4.1).

The maximum frequency of the desired authentication protocol (Fmax
total ) is deter-

mined by the minimum value within the set Fmax
total = min{Fmax

0 , Fmax
1 , · · · , Fmax

k }.
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Figure 4.2: Authentication Protocol Design phase.

Equation (4.2) converts the total clock cycles into temporal units (seconds) :

Ttotal(s) =
Ttotal(clk)

Fmax
total

(4.2)

b. Estimating the Area Cost. The estimation of area cost constitutes a pivotal

aspect in the design of the authentication protocol, which involves two entities: the

passive RFID tag and the Receiver. Given that the passive RFID tag operates as a

resource-constrained device, evaluating its physical area cost becomes imperative. This

metric is quantified by Equation (4.3):

ARFID(kGates) = AECC + Ahash + ARNGs (4.3)

where ARFID(kGates) represents the total physical area cost of the passive RFID tag,

expressed in kGates. Equation aggregates the individual area costs of cryptographic

sub-blocks, specifically the ECC block (AECC), hash function block (Ahash), and RNGs

block (ARNGs).

65



Notably, this estimation model operates under the assumption that each crypto-

graphic operation is executed by a dedicated sub-block. This premise arises from

the absence of detailed architectural specifications for the RFID tag’s implementa-

tion. Consequently, the model simplifies the design by assigning a single sub-block to

each constituent cryptographic function—ECC, hashing, and random number genera-

tion—thereby enabling a baseline evaluation of area requirements. Such an approach

facilitates preliminary resource allocation analysis while adhering to the constraints

inherent in passive RFID systems.

c. Estimating the Energy Consumption. The estimation of energy consumption

represents a critical consideration in designing passive RFID tags, which rely on en-

ergy harvested from the Receiver’s emissions. Because of this dependency, the tag’s

operational energy expenditure is inherently constrained. Therefore, designers need

to be precise in the evaluation of the system’s energy consumption. The total energy

consumed by the tag during the authentication protocol is quantified by computing

Equation (4.4):

ERFID(µJ) = EECC
equivalent + Ehash

equivalent + ERNGs
equivalent (4.4)

where ERFID denotes the cumulative energy consumption of the RFID tag, measured

in microjoules (µJ). This formula consolidates the equivalent energy costs attributed

to cryptographic sub-modules, such as the ECC block (EECC
equivalent), hash function block

(Ehash
equivalent), and RNGs block (ERNGs

equivalent).

The concept of equivalent energy consumption is employed, thereby neutralizing

the influence of the specific technology node utilized in implementation to standard-

ize the estimation across varying manufacturing technologies. This approach aligns

with methodologies proposed by Still Maker et al. [63], whose conversion equations

facilitate the derivation of equivalent energy values. Specifically, the equivalent energy

consumption integrates the Energy Factor defined in [63] to compute these normalized

metrics, ensuring a technology-agnostic assessment of energy requirements is derived

as depicted by Equation (4.5):

Eoperator
equivalent =

Eoperator

Energy Factor
(4.5)

The assessment of estimated implementation costs for the authentication proto-

col is a crucial step in evaluating its compliance with predefined device limitations

and comparing it to other design options. This structured evaluation helps designers

identify and discard authentication protocols, along with their corresponding hardware
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security components, that do not meet the required performance or resource criteria.

In addition, the filtering process provides valuable insights into possible improvements

for the security components, directing designers toward focused adjustments in the

following development stages. By aligning cost metrics with functional needs, this

approach ensures that the authentication protocol associated with the cryptography

primitives probability matches the operational constraints of resource-limited devices.

The ongoing comparison of design alternatives supports well-informed decision-making,

emphasizing solutions that balance both security effectiveness and practical feasibility.

4.2.1.2 Scalar Multiplication Design Phase

The completion of the first phase within the Early Evaluation Meet-in-the-Middle

(EEMitM) design methodology enables designers to gain critical insights into the con-

straints governing security primitives, ensuring alignment with the operational limita-

tions of resource-constrained devices. These constraints encompass quantitative met-

rics such as physical area cost, temporal latency, and equivalent energy consumption,

which collectively define the implementation boundaries of cryptographic components

like ECC. By leveraging these specifications, a systematic selection process is initiated

to identify optimal configurations for scalar multiplication, including the choice of the

finite field, algorithms, hardware architecture, projective coordinate systems, and other

critical systematic configuration parameters, as illustrated in Figure 4.3.

The methodology’s initialization phase involves deriving behavioral and abstraction

models from the established database. Behavioral models formalize the mathematical

operations underlying field operators, such as multiplication, inversion, and squaring,

enabling functional verification of scalar multiplication processes. Concurrently, ab-

straction models encapsulate implementation-specific details, including hardware con-

figurations, resource utilization metrics, power consumption profiles, and associated

data traces. These models serve dual purposes: validating the security robustness of

the proposed design and facilitating the precise estimation of implementation costs.

By integrating these analytical tools, designers can iteratively refine configurations to

balance computational efficiency with security requirements.

a. Physical area cost estimation of the ECC block. Following the successful func-

tionality verification, the physical area cost estimation of the security primitives, par-

ticularly the ECC block, is conducted. By knowing the detailed hardware architecture,

algorithm, and systematic configuration parameters of the security primitive, designers

could know how many field operators are required to carry out the operation.
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Figure 4.3: Proposed Scalar Multiplication Design Phase.

Ni denotes the number of required field operators with the index of {1; 2; 3} being

the field multiplier, field squarer, and field inverter, respectively. The architectural

layout of the ECC system dictates the arrangement and interconnection of sub-blocks.

Consequently, the total area of the ECC block can be computed using Equation (4.6),

where ni represents the number of sub-blocks dedicated to implementing a specific field

operator i, and Aregister, Ai denote as the area occupied by the internal registers and

each corresponding sub-block.
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Atotal =
3∑

i=1

ni · Ai + Aregister (4.6)

b. Power Consumption Estimating of the ECC Block. The estimation of power

consumption within an ECC block constitutes a critical aspect of system design, par-

ticularly for optimizing energy efficiency in resource-constrained environments. This

process relies on the architectural configuration of the ECC system, which determines

whether cryptographic sub-blocks operate in parallel, sequentially, or in a hybrid mode.

Each operational mode necessitates distinct computational models to quantify power

consumption.

For parallel implementations, where field operators such as multipliers, squarers,

and inverters function simultaneously, the total power consumption Pparallel is calcu-

lated by using Equation (4.7):

Pparallel =
3∑

i=1

ni · Pi + Pregister (4.7)

where, ni represents the number of sub-blocks implemented in the hardware that are

assigned to a specific field operator i, and Pregister, Pi denotes the power consumed

by internal registers and each sub-block carrying out its operation in parallel. This

additive model accounts for the cumulative energy demand of all active sub-blocks

operating concurrently.

In contrast, sequential operation — where sub-blocks execute tasks one after an-

other — yields a power consumption profile dominated by the most power-intensive

sub-block. Equation (4.8) formalizes this scenario:

Psequential = max{Pi : i = (1, 2, 3)}+ Pregister (4.8)

Equation (4.8) dedicates the peak power requirement during sequential execution, as

only one sub-block is active at any given time. The maximum value among {P1, P2, P3}
defines the sequential system’s power consumption.

In hybrid architectures, combining parallel and sequential modes requires a com-

posite evaluation. Equation (4.9) aggregates the power contributions from both oper-

ational paradigms:

Ptotal = Pparalle + Psequential (4.9)

Equation (4.9) accommodates scenarios where certain sub-blocks operate simultane-

ously while others function in sequence, offering flexibility for designers to balance

speed and energy efficiency.
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c. Latency Estimating of the ECC block. Latency estimation for the ECC block

represents a fundamental metric in evaluating the performance of hardware security

primitives, particularly in applications requiring real-time cryptographic operations.

This metric is derived from the architectural configuration of the ECC system, which

dictates whether sub-blocks execute tasks in parallel, sequentially, or in hybrid archi-

tectures. Each sub-block i, responsible for cryptographic operations such as multipli-

cation, squaring, or inversion, operates over Niter iterations, with each iteration de-

manding Ni operations. The latency of an individual sub-block i is defined as Ti(clk),

measured in clock cycles, reflecting the number of clock cycles required to complete its

designated task.

For parallelized architectures, where sub-blocks operate concurrently, the total sys-

tem latency Tparallel is governed by the largest latency, adjusted for parallelism. The

formula formalizing the equation to calculate Tparallel is dedicated in Equation (4.10):

Tparallel = Niter ·max{(Ni

ni

· Ti) : i = (1, 2, 3)} (4.10)

Here, ni denotes the number of parallel instances of sub-block i, effectively distributing

the workload Ni across multiple units. The term Ni

ni
represents the reduced operational

burden per instance, and Ti denotes the intrinsic latency of the sub-block. The max-

imum value across all sub-blocks determines the critical path, as parallel execution

cannot proceed faster than the slowest component.

In contrast, sequential architectures, where sub-blocks operate in series, accumulate

latency across all components. Equation (4.11) quantifies the latency of the system in

this scenario:

Tsequential = Niter ·
3∑

i=1

Ni

ni

· Ti (4.11)

This generalized model assumes no overlap in sub-block operations, resulting in a

linear aggregation of individual latencies. Sequential designs often prioritize resource

efficiency over speed, as fewer parallel instances ni are required, but at the cost of

increased overall latency.

After estimating the implementation cost of the ECC block, the security evaluation

of the design is performed. At this stage, the main vulnerability would be assessed as

the hardware attack, especially the side-channel attack. The pseudo power traces of the

ECC block are formalized based on the knowledge of the design and the information

from the database for evaluating the security of the implemented circuit. The more

detailed security evaluation of the ECC block is discussed in Section 4.3.

Based on the estimated metrics, including the physical area, power consumption,

latency, and security level, the designers could consider several choices of architectures,
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algorithms, and systematic configurations. The consideration involves trade-offs be-

tween speed, area, and power consumption. High-performance choices that utilize the

parallel configurations minimize latency by exploiting concurrency but demand greater

hardware resources (e.g., additional multipliers or inverters). Sequential designs con-

serve area and power but may introduce bottlenecks in time-sensitive applications.

Hybrid approaches, combining parallel and sequential elements, offer intermediate so-

lutions tailored to specific performance constraints.

4.2.1.3 Field Operators Phase

In the last phase of the EEMitM design methodology, the specification of field operators

such as field multiplier, squarer, and potentially the inversion is established as an

outcome of the previous design phase. This phase, described in Figure 4.4, is critical

in constructing a comprehensive architecture of field operators, which are subsequently

interconnected to develop a fully functional system for ECC primitive design. The

proper selection and integration of these field operators are fundamental to ensuring

optimal computational efficiency and reliability in ECC implementations. At the end of

this stage, designers transition from the conceptual framework to the implementation of

these operators at the Register-Transfer Level (RTL), where their functional correctness

and performance characteristics are rigorously evaluated in the Bottom-up Verification

and Validation Process.
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4.2.2 Bottom-up Verification and Validation Process

The bottom-up evaluation process is initiated with RTL models of field operators

employed within the scalar multiplication component of ECC-based authentication

protocols. The proposed Bottom-up Verification and Validation Process (B2VP) com-

mences by rigorously validating the hardware implementations of field operators and

foundational security primitives. Upon completion of the B2VP, the systematically

implemented ECC-based authentication protocol undergoes comprehensive validation,

encompassing both implementation cost efficiency and cryptographic security robust-

ness.

At each iterative stage of the B2VP, quantitative implementation cost metrics (e.g.,

area, power, and timing) are rigorously compared against predefined estimated param-

eters to verify compliance with the hardware constraints established by the estimation

framework. In instances where metric validation reveals nonconformity, designers may

employ advanced optimization methodologies or re-evaluate and select alternative cryp-

tographic primitives to ensure alignment with system constraints.

4.2.2.1 Field Operator Evaluation phase

The initial phase of the Bottom-up Verification and Validation Process (B2VP) fo-

cuses on the systematic evaluation and validation of cryptographic field operators, as

delineated in Figure 4.5. This stage commences with the hardware implementation of

RTL models describing the arithmetic and logical operations intrinsic to these oper-

ators. Functional verification is conducted via Electronic Design Automation (EDA)

toolchains, employing combinatorial logic simulation and formal equivalence checking

to ensure congruence with Galois field mathematical characteristics. Concurrently, im-

plementation cost metrics of the hardware employed by field operators — encompassing

physical area cost, critical path latency, and power dissipation — are quantitatively de-

rived through technology-mapped synthesis, leveraging standard cell libraries specific

to the target fabrication process.

The quantitative metrics derived from the hardware-implemented field operators are

meticulously validated against the estimated computational costs obtained through the

Early Evaluation Meet-in-the-Middle (EEMitM) design methodology. This validation

process is crucial for ensuring the precision and efficiency of the implemented opera-

tors, as any significant discrepancies may indicate suboptimal performance or excessive

resource consumption.

Failure to meet the expected cost estimations poses a critical risk to subsequent

design phases, potentially leading to violations of physical design constraints such as

72



F
ie

ld
 O

p
e
ra

to
r 

H
W

 
e
v
a
lu

a
ti
o
n
 p

h
a
s
e

Architecture-RTL model

Hardware 
Implementation of 

Field Operators

Functional 
Verification

Pass

Security + 
Implementation cost 

Validation

Pass
Reference
model

OK Failed

OK

Failed

Scalar Multiplication HW evaluation phase

Field Operators model

Database

Start

End

Update Model in 
Database

Figure 4.5: Field Operators Evaluation Phase.

area, power consumption, and timing requirements. Consequently, accurate verification

is required to identify and address any inefficiencies before progressing to the next

stage of development. This validation framework not only enhances the reliability of

the hardware architecture but also facilitates informed design decisions for optimizing

computational efficiency.

4.2.2.2 Scalar Multiplication Verification and Validation Phase

Following the evaluation and validation of field operators, these sub-components are

systematically integrated into the ECC system to facilitate scalar multiplication. The

primary input for this evaluation phase is the hardware implementation of the ECC

system, ensuring that all design elements function as intended. At this stage, the

design undergoes evaluation and validation processes to verify its correctness, efficiency,
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and suitability. The evaluation process involves analyzing both functional accuracy

and computational overhead, while the validation operations ensure that the hardware

design adheres to predefined architectural constraints.

At the beginning of the Scalar Multiplication Verification and Validation Phase, as

illustrated in Figure 4.6, power traces generated during scalar multiplication are sub-

jected to post-silicon analysis using specialized Side-Channel Attack (SCA) assessment

tools. This step is crucial for evaluating the system’s resilience against power analysis

attacks, which can reveal cryptographic keys through unintended power leakage. If

the system fails this evaluation, indicating detectable leakage of sensitive information,

designers must revisit the selection of scalar multiplication algorithms or strengthen

countermeasures (e.g., adding blinding or masking techniques) to enhance resistance

against SCAs.

Following the successful completion of the SCA evaluation, designers proceed with

an in-depth assessment of the implementation costs associated with ECC primitives.

This evaluation ensures that the realized ECC primitives maintain an optimal balance

between computational efficiency and hardware resource constraints, as the estimation

is performed in the EEMitM design methodology. If the implemented ECC primi-

tive exceeds the estimated costs, designers iterate back to the Scalar Multiplication

Design Phase in the proposed EEMitM design methodology to explore alternative ar-

chitectures with the updated implementation cost of the field operators or optimize the

configuration parameters. Conversely, if the ECC primitive meets cost benchmarks,

the optimized design is cataloged in the security primitives database. This update

enriches the repository for future projects, fostering scalability and reuse.

After evaluating and validating the field operators, these sub-blocks are assembled

into the ECC system, carrying out the scalar multiplication. The input of this evalu-

ation phase is the hardware implementation of the ECC system. At the beginning of

the Scalar Multiplication Evaluation Phase, as demonstrated in Figure 4.6, the power

traces of scalar multiplication are provided to the post-silicon evaluation tool for SCA

assessment with the corresponding input data. If the evaluation fails, designers have

to go back to re-select the algorithm of Scalar Multiplication or countermeasures for

ECC.

Finally, the validated ECC primitive is embedded into the selected authentica-

tion protocol, such as Elliptic Curve Digital Signature Algorithm (ECDSA) or Elliptic

Curve Diffie-Hellman (ECDH), enabling progression to the final implementation stage.

Here, system-level integration is performed, verifying interoperability with peripheral

components such as hash functions, random number generators, and communication in-

terfaces. This end-to-end methodology balances security robustness with practical fea-
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sibility, ensuring that the resulting ECC-based authentication protocol adheres to both

functional specifications and operational efficiency requirements. The cyclical nature

of this process—iterating between evaluation, cost analysis, and redesign—underscores

the importance of modularity and adaptability in cryptographic hardware development,

particularly in applications demanding high assurance against physical and algorithmic

threats.
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4.3 The Proposed Pseudo Power Traces Generation

Methodology

After successfully estimating the hardware implementation costs for the system, the

next critical step is conducting a systematic security evaluation, mainly focusing on

vulnerabilities to SCAs. SCAs exploit physical leakage information, such as power

consumption, electromagnetic emissions, or timing variations, to extract sensitive cryp-

tographic data. Traditional security evaluation frameworks rely on harvesting power

traces from hardware designs or performing gate-level power analysis. While these

methods provide valuable insights into leakage patterns, they are inherently time-

consuming and too late to evaluate in the design process, as highlighted in [64]. This

inefficiency significantly increases the time-to-product cost, posing a challenge for rapid

development cycles.

A novel security evaluation methodology is introduced, utilizing the EEMitM de-

sign framework to handle these constraints. This approach facilitates the estimation of

pseudo-power traces for cryptographic primitives without necessitating extensive phys-

ical measurements. By leveraging comprehensive insights into the algorithm, system

architecture, and abstract representations of hardware components, a mathematical

function is formulated to model the systematic power consumption behavior of the

design. This function enables the generation of pseudo power traces that closely ap-

proximate the leakage characteristics observed in actual hardware implementations.

Subsequently, these traces undergo analysis using established SCA evaluation tech-

niques, such as TVLA and CPA, to detect potential security vulnerabilities.

This methodology significantly enhances the efficiency of security assessments by

reducing the dependency on time-consuming physical testing while providing valu-

able insights into the resilience of cryptographic implementations against side-channel

threats. By integrating this approach into the proposed EEMitM framework, the pro-

posed methodology bridges the gap between theoretical security analysis and practical

implementation, ensuring robust protection against physical attacks while maintaining

efficiency in the design process.

Before performing the SCA evaluation using the proposed design methodology, a

systematic power model is created based on knowledge of the implemented architecture

and algorithm. There are two proposed approaches to forming the systematic power

of the implemented circuits:

� Forming based on the sub-traces of the components that are utilized in the im-

plemented circuits
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� Resulting from the function of the switching activity of the implemented system.

4.3.1 Forming the Sub-traces of the Components

In the first approach to forming the systematic power trace, the reference traces, which

are derived from primitive cryptographic operators, are utilized to estimate the power

traces. This approach is designed to provide a detailed and accurate approximation of

power consumption, enabling designers to optimize cryptographic implementations for

energy efficiency, especially in resource-constrained environments such as IoT devices

or hardware security modules. For example, in the context of the ECC system, the

power trace of the implemented circuit is generated based on the reference power traces

of field operators, such as field multipliers, field inversions, and field squares.

The first step in this process, which is depicted in Figure 4.7, involves the collec-

tion of power traces from the fundamental field operators that constitute the ECC

system. These operators typically include field multipliers, field squarers, and field

inverters, which are the building blocks of scalar multiplication. The power traces can

be obtained through two primary methods: direct measurement from silicon devices

or simulation using advanced power analysis tools. Direct measurement involves de-

ploying the cryptographic operations on physical hardware and capturing the power

consumption using specialized equipment, such as oscilloscopes or power analyzers.

This method provides highly accurate traces but requires access to the actual hard-

ware and a controlled testing environment. Alternatively, power simulation tools can

be used to estimate the power traces in a virtual environment.

Once the power traces are collected, they are processed and organized into struc-

tured arrays for further analysis. Each power trace is represented as an array Pi =

{pi0, pi1, · · · , pik}, where pij denotes the power consumption of operator i at a specific

time instance t = j. The variable k represents the length of the trace, which corre-

sponds to the duration of the operation being analyzed. This structured representation

allows for a systematic and mathematical approach to analyzing power consumption

patterns. By breaking down the power traces into discrete time-based data points, we

can more easily identify trends, anomalies, and correlations between different operators

and their energy usage.

The next phase of the methodology involves using these arrays to estimate the

power trace of the entire ECC system, specifically focusing on scalar multiplication. As

illustrated in Figure 4.7, the power consumption of this operation is influenced by the

sequence and combination of field operators used during its execution. By leveraging

the reference power traces of individual operators, we can construct an approximate
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power trace for scalar multiplication. This is achieved by combining the power traces

of the constituent operators in a manner that reflects their sequence and frequency

of use during the scalar multiplication process. For example, if a scalar multiplication

operation involves multiple field multiplications followed by a field inversion, the power

trace of the overall operation can be approximated by aggregating the traces of these

individual operators in the appropriate sequence.

In particular, these operators work in parallel; their power traces are combined

through accumulation. For instance, if two operators with power traces P1 and P2

operate simultaneously, the total power trace Ptotal is computed as the sum of their
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Figure 4.9: Modeling Mathematical Function of an Electrical Component.

individual power traces at each time instance. This is formalized as Equation ( (4.12)):

Ptotal = P1 + P2

=
k∑

i=0

(p1i + p2i)
(4.12)

Here, p1i and p2i represent the power consumption of the first and second operators,

respectively, at time instance i, and k represents the length of the power trace. The

resulting Ptotal reflects the cumulative power consumption of the system during parallel

execution.
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In contrast, when operators work sequentially, their power traces are concatenated

rather than accumulated. For example. if two operators with power traces P1 and P2

operate one by one, the total power trace Ptotal is formalized by appending the arrays

as Equation (4.13):

Ptotal = {P1|P2}

= {p10, p11, · · · , p1k, p20, p21, · · · , p2k}
(4.13)

In this case, the length of the total power trace is the sum of the lengths of the individual

traces, reflecting the extended duration of sequential execution. By concatenating or

accumulating the power traces of sub-modules 1 and 2, as illustrated in Figure 4.8,

which is harvested from the physical deployment or hardware simulation by EDA tools,

designers can accurately model the energy profile of systems that execute cryptographic

operations in a step-by-step manner. This approach is particularly compatible with

low-complexity designs, which typically generate shorter power traces. Furthermore,

the simplicity of such systems enhances the designer’s ability to analyze and interpret

the system’s behavior in each clock cycle with greater clarity.

4.3.2 Systematic Formalization of Switching Activity

In complicated systems, designers might not understand the architecture and func-

tional behavior of the internal components well. Therefore, utilizing the first approach

to generate the pseudo power trace is a challenge for designers to approximate the sys-

tematic power trace precisely. Therefore, the second proposed approach, which is based

on the analysis of the systematic algorithm, is proposed to replace the first proposal.

In the second proposed approach to formalize the systematic switching activity,

the designer models the impulse response of the digital circuit h(n), which defines the

mathematical dependence of the output on the input data. In contrast to the previous

approach, the second proposed approach helps design a method to generate the pseudo

power traces by analyzing the implementation algorithm. Figure 4.9 illustrates an

example of a certain electrical component, which executes a function h(n) by consuming

the input data f0(n) and producing the output f ′
0(n). The mathematical expression of

impulse response h(n) is formalized as Equation (4.14):

f ′
0(n) = h(n) ∗ f0(n) (4.14)

As analyzed in Section 2.3.1, dynamic power dissipation in digital circuits is pri-

marily caused by switching activities, which occur when logic gates transition between

states, such as from 0 to 1 or vice versa. These transitions lead to transient current
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flows, resulting in energy consumption. Understanding and modeling these switching

activities is crucial for evaluating the security characteristics of a system. For instance,

variations in power consumption can be exploited in side-channel attacks, where attack-

ers infer sensitive information by analyzing power traces. The Hamming distance (HD)

model is widely used for quantifying the number of switching activities of the circuit.

This model measures the number of bit-level transitions in a digital component over a

specific time interval, providing a reliable estimate of dynamic power dissipation.

The Hamming distance between two binary states, denoted as f0(n) and f ′
0(n),

is formally defined as the number of bits that differ between them. Mathematically,

this is calculated by first computing the bitwise XOR (⊕) of f0(n) and f ′
0(n), which

isolates the differing bits between the input and output data. In the following step,

the Hamming weight (HW) is utilized for counting the number of bits that can be set

to ′1′ of the result, effectively quantifying the total transitions. In brief, according to

the Mangard et al. [5] the Hamming distance between two values f0(n) and f ′
0(n) are

encapsulated by the Equation (4.15) as below:

HD(f0(n), f
′
0(n)) = HW(f0(n)⊕ f ′

0(n)) (4.15)

Substituting Equation (4.14) to Equation (4.15), the number of switching activities of

the implemented system is expressed as Equation (4.16):

HD(f0(n), f
′
0(n)) = HW(f0(n)⊕ f ′

0(n))

= HW(f0(n)⊕ {h(n) ∗ f0(n)})
(4.16)

Depending on the hierarchy of architecture, the total impulse response of the cryptog-

raphy system is influenced. If these operators execute in parallel, their power traces are

aggregated to form a combined representation through the accumulator. For instance,

if two operators, in which the impulse responses are h0(n) and h1(n), respectively, oper-

ate simultaneously as depicted in Figure 4.10, the total systematical impulse response

htotal(n), which is formalized as the sum of the individual responses, as the expression

(4.17):

htotal(n) = h0(n) + h1(n) (4.17)

Equation reflects the cumulative effect of parallel execution, where the contributions

of each operator are accumulated to produce the total system behavior. By substituting

this result into Equation (4.14), the output data of the implemented system fout(n) is

modeled as the expression:

fout(n) = htotal(n) ∗ fin(n) (4.18)
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Figure 4.10: Modeling Mathematical Functions of Parallelism Electrical Compo-
nents.

The output response of the parallelism electrical components is derived from the con-

volution of the input data fin(n) with the combined impulse responses of the operators

dedicated as Equation (4.19) by expanding Equation (4.18).

fout(n) = (h0(n) + h1(n)) ∗ fin(n)

= h0(n) ∗ fin(n) + h1(n) ∗ fin(n)
(4.19)

In the following step, by utilizing the Hamming distance model, which is illustrated in

Equations (4.15) - (4.16), designers can quantify the number of state changes occur-

ring over a specific time interval, providing valuable insights into the system’s power

consumption profile. The process involves calculating the Hamming distance between

two states, which represents the number of differing bits, and then using this metric to

estimate the overall switching activity by using Equation (4.20):

HD(fin(n), fout(n)) = HW(fin(n)⊕ {h(n) ∗ fin(n)})

= HW(fin(n)⊕ {h0(n) ∗ fin(n) + h1(n) ∗ fin(n)})

= HW(fin(n)⊕ {h0(n) ∗ fin(n)}) + HW(fin(n)⊕ {h1(n) ∗ fin(n)})

= HD(fin(n), f0(n)) + HD(fin(n), f1(n))

(4.20)

Equation (4.20) shows the methodology for combining the systematic dynamic power

traces based on analyzing the algorithm of the sub-modules, which operate in par-

allel. By leveraging this methodology, designers could estimate the dynamic power

traces of the implemented parallelism digital circuit by analyzing the algorithm cor-

responding to the architecture and accumulating the Hamming distance model of the

sub-components.

In the case of sequential operation, the total systematic power traces are concate-

nated by ordering the Hamming Distance model of each sub-block. For example, two

operations, in which the impulse responses are h0(n) and h1(n), respectively, execute
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Figure 4.11: Modeling Mathematical Functions of Sequential Electrical Compo-
nents.

block-by-block as depicted in Figure 4.11. The total systematical impulse response

htotal(n) is formalized as the Equation (4.21):

htotal(n) =

h0(n) 0 ≤ n ≤ n1

h1(n) n1 < n ≤ N

(4.21)

This formulation reflects a time-partitioned architecture where:

� Block 0 (h0(n)) is exclusively active during the initial interval [0, n1].

� Block 1 (h1(n)) operates subsequently in the interval (n1, N ].

The sequential processing of the implemented circuit depicted in Figure 4.11 proceeds

as follows:

1. The input signal fin(n) is first processed by Block 0, generating an intermediate

output f0(n) via convolution with h0(n):

f0(n) = h0(n) ∗ fin(n).

2. The intermediate output f0(n) serves as the input for Block 1. The final output

fout(n) is derived by convolving f0(n) with h1(n):

fout(n) = h1(n) ∗ f0(n).

Thus, the final output fout(n) is entirely governed by the impulse response of Block

1, following the sequential execution of both blocks. This hierarchical design ensures

modular processing, with each block contributing to the system’s behavior within its

designated temporal domain. In other words, the power dissipation of the sequential

digital circuit is caused by either Block 0 or Block 1 at a particular time slot. As a con-

sequence, the Hamming distance model of the digital circuit is expressed as Equation

(4.22):

HD(fin(n), fout(n)) =

HD(fin(n), f0(n)) 0 ≤ n ≤ n1

HD(f0(n), fout(n)) n1 < n ≤ N

(4.22)
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Figure 4.12: Examples of Forming the Trace from Analyzing the Architecture Cor-
responding to the Algorithm of Components.

In an alternative representation, the total Hamming distance of the sequential digital

circuit is the Concatenation of the sub-Hamming distance functions of the sub-modules,

as Equation (4.23).

HD(fin(n), fout(n)) = {HD(fin(n), f0(n))|HD(f0(n), fout(n))} (4.23)

The total Hamming distance in digital circuits is modeled via Concatenation or accu-

mulation, depending on sequential or parallel architectures:

� Concatenation applies to sequential circuits, where sub-module Hamming dis-

tances are combined chronologically to reflect stepwise execution, which is rep-

resented in Equation (4.23).

� Accumulation aggregates parallel sub-module Hamming distances, capturing

simultaneous switching activities, which is presented in Equation (4.19)

These models enable the estimation of switching activity traces, which are critical

for approximating dynamic power dissipation caused by logic gate transitions. An
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example of the system’s architectural dependence is shown in Figure 4.12. Pseudo

power traces of modules 1 and 2 are approximated by estimating the behavior of the

Hamming distance functions of blocks 1 and 2. Based on the system architecture of

either sequential or parallel, the pseudo power traces of the top design are approximated

by either concatenating or accumulating, respectively, as illustrated in Figure 4.12. By

simulating power profiles early based on an understanding of the architecture and the

corresponding algorithm, designers identify inefficiencies and vulnerabilities, such as

side-channel attack (SCA) risks from predictable power patterns.

4.4 Evaluation Results

After demonstrating the proposed design methodology in Sections 4.2 and 4.3, this

section carries out the experiments for evaluating and measuring the efficiency of the

proposed methodology. The first executed experiment is the evaluation of the protocol

stage for choosing the optimal authentication protocol with desired Elliptic Curve

Cryptography modules stored in the database. In the following, according to the

information derived from the protocol stage, the security primitive design begins with

the determined constraints of the hardware implementation. The results of utilizing

the proposed design methodology are compared to the conventional design flows to

indicate the efficiency of the proposal.

4.4.1 Experimental Setups

The experiment was designed to evaluate the efficiency of a novel design methodol-

ogy for Elliptic Curve Cryptography (ECC) based RFID tags by comparing it with a

conventional design approach. The comparisons focused on analyzing implementation

costs (e.g., area, power consumption, timing), performance metrics, security levels, and

time-to-product efficiency of the proposed design methodology and the conventional

design approach.

The experimental setup involved applying both the proposed and conventional

methodologies to design ECC-based authentication protocols under identical constraints.

These comparisons are executed under the same conditions of the machine. The server

machine utilizes a single core of Intel(R) Xeon(R) CPU E5-2640 v4 2.40GHz with the

availability of 128 GB RAM. In addition, the constraints of the design include:

� Implementation costs:

– Maximum duration of one tag-server authentication: Tauth = 20 ms.
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– Maximum available power: Pmax = 240 µW .

� Security properties:

– Robust against the popular Wireless Attacks.

The maximum timing of communication Tauth refers to the standard ISO/IEC-14443;

meanwhile, the maximum power consumption is the peak harvesting at −3dBm inci-

dent power by rectifier antenna, as proposed in prior work of Xu et al. [2].

The final designs, which are the results of applying two design flows, are compared

in terms of similarity, performance, implementation cost, and security level for the

passive RFID tags. This demonstrated the feasibility of the proposed methodology in

optimizing resource utilization while maintaining compliance with critical standards

and security benchmarks.

4.4.2 Results of Experiments for Protocol Stages: Design and

Evaluation Stage

4.4.2.1 Constructing the database of the Security Primitives

As regards the ECC-based authentication protocols, the database includes the hard-

ware models of ECC on FPGA or ASIC, according to work by Lara-Nino et al. [65].

Table 4.1 lists recent hardware designs of ECC on both FPGA and ASIC.

Table 4.1: Database of the low-cost, low-energy hardware implementations of ECC
primitives.

Works
Size
field
(bits)

Tech-
nology

Frequency
(MHz)

No.
Clocks

Power
(µW)

Tnorm

(ms)
Pnorm

(µW)

Salman
[66]

192
FPGA
Artix 7

187 824,212 - 69.97 -

Azarder-
akhsh
[67]

163
CMOS
65nm

13.56 106,700 77.2 10.67 56.93

Wenger
[68]

163
CMOS
130nm

1 54,376 181.7 5.44 1,817

In Table 4.1, synthesizes key performance parameters—operational frequencies (Foperate),

clock cycles (Nclk), latency (Tdelay) per independent execution, and power consumption

(P )—derived from prior investigations [66–68]. Besides, the table further introduces

two normalized metrics for the database:
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� Normalized latency (Tnorm): Standardized delay for executing scalar multipli-

cation over GF (2163), measured in equivalent clock cycles.

� Normalized power consumption (Pnorm): Standardized power expenditure

for the same operation, quantified in microWatts (mW ).

These metrics are calibrated for a fixed operational frequency of 10MHz, enabling cross-

platform comparison of cryptographic efficiency. The normalization process eliminates

frequency-dependent variability, ensuring equitable evaluation of latency and power

consumption across heterogeneous hardware implementations. In particular, the nor-

malization of the latency for an independence point multiplication of the design is

demonstrated as Equation (4.24) below:

Tnorm =
Tdelay · Foperate

m
· 10 · 163

=
Nclk

m · 10−5
· 163

(4.24)

where m is the size of the implemented finite field GF (2m). In addition, a normalization

of the power consumption is also expressed in Equation (4.25):

Pnorm =
P

m · Foperate

· 10 · 163 (4.25)

4.4.2.2 Evaluating the Authentication Protocols

The assessment of lightweight authentication protocols for passive RFID tags involves

a dual focus on security robustness and practical implementation costs, particularly in

resource-constrained systems. Security evaluations prioritize resilience against preva-

lent wireless attacks, such as eavesdropping, spoofing, and man-in-the-middle intru-

sions. Simultaneously, implementation costs are analyzed through metrics like power

efficiency, computational latency, and hardware complexity of the ECC-based systems.

In the following, the evaluation of the compatibility of the analyzed metrics with the

passive RFID tags’ constraints is presented.

a. Security Evaluations for the Authentication Protocols Recent studies, includ-

ing a comprehensive survey by Gabsi et al. [69], highlight the vulnerability analysis

of the recent lightweight authentication protocol based on ECC [70–73] for the con-

strained RFID tags. In addition, a novel low-cost authentication proposed by Gabsi

et al. [74] is also considered. Security validation extends to benchmarking against es-

tablished standards, ensuring alignment with requirements like mutual authentication,
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Table 4.2: Security Analysis of the Lightweight Authentication Protocols for Pas-
sive RFID tags.

Vulner-
abilities

Liao
[70]

Zhao
[71]

Alamr
[72]

Zheng
[73]

Gabsi
[74]

MITMA

Replay

Anonymity × ×
Forward
Security

× ×

Impersonation × ×
Key

Compromise
×

Location
tracking

×

DoS ×
Cloning

Server spoofing

Desynch-
nization

×

denotes that the protocol is robust against such vulnerability.
× denotes that the protocol is vulnerable to such an attack.

forward secrecy, and resistance to replay attacks. Additionally, attributes such as data

confidentiality and user privacy are rigorously examined, as illustrated in Table 4.2.

With the authentication protocol proposed by Gabsi et al. [74], Asrlan et al. [75]

analyzed and claimed that this protocol is robust against anonymity, position tracking,

impersonation, and forward security.

b. Implementation Cost Evaluation with the Predefined Database Based on the

survey by Gabsi et al. [69], the analyzed authentication protocols rely on cryptographic

primitives such as scalar multiplication, hash functions, random number generators,

and XOR operations. Scalar multiplication is emphasized as the most computationally

significant component in these protocols. As a result, this evaluation focuses specif-

ically on scalar multiplication’s impact, while the contributions of other operations

are excluded from the analysis. Estimating the cost of the considered authentication

protocols with the entire database of lightweight ECC primitives is executed in the

following, with the assumption that the server side has unlimited processing ability.

Therefore, we assume that all the computations that are performed on the server side
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are processed immediately.

By utilizing Equation 4.1 with the assumption that tRNGs ≪ thash ≪ tECC , the

total execution time of the protocol is estimated by Equation (4.26):

Ttotal = nECC · tECC (4.26)

The execution times for a dependent scalar multiplication tECC are listed in the database,

represented in Table 4.1. The results of the total execution time of the protocols are

demonstrated in Figure 4.13. The red dashed line in Figure 4.13 presents the limitation

in the minimum total time of the authentication protocol at 20 ms.
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Figure 4.13: Latency estimations of the analyzed authentication protocols

As represented in Figure 4.13, all the existing lightweight authentication protocols

with the existing ECC primitives module violate the time constraints of the passive

RFID tags application. The most attractive authentication protocols are Alamr [72],

Zheng [73], and Gabsi [74] with the ECC module provided by Wenger [68]. The esti-

mated total latency of them is approximately 21.76 ms.

Regarding the security evaluation of these authentication protocols, which is ded-

icated in Table 4.2, the most secure protocols are proposed by Zhao [71] and Zheng
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[73]. These protocols are secured against all the listed wireless vulnerabilities. Be-

sides, Alamr’s protocol [72] also deserves to be considered by providing almost all the

characteristics except the DoS and Desynchronization attacks.

In general, when evaluating both security and processing efficiency, the procedure

proposed by Zheng [73], which incorporates Wenger’s ECC primitives [68], emerges as

the optimal candidate for implementing the passive RFID tags. However, the ECC

primitives from Wenger need to be improved. In particular, a key limitation arises in

Zheng’s authentication scheme, where the RFID tag performs four sequential scalar

multiplications. Therefore, the maximum latency for an independent scalar multiplica-

tion of ECC imposes 5 ms, as expected by Equation (4.27). This improvement of the

ECC will be executed in the following phase. Besides, the power consumption of the

ECC module provided by Wenger is also significantly higher than the power budget.

Therefore, the power consumption of the ECC is optimized by utilizing the subsequent

phases.

Texpected =
Tlimit

nECC

=
20

4
= 5(ms)

(4.27)

4.4.3 Results of Experiment for Security Primitives: Design and

Evaluations Stage

As a result of the authentication protocol phase, the ECC scalar multiplication needs

to be refined. The expected constraints of the scalar multiplication are listed below:

� Implementation costs:

– Maximum duration of one point multiplication: 5ms.

– Maximum power consumption: 240µW [2].

– Area footprint: as low as possible.

� Security properties:

– Robust against SCA.

These constraints are fed into both the conventional top-down design flow and the

second phase of the proposed design methodology, as demonstrated in Figures 4.14(a)

and 4.14(b), respectively. At the end of each phase, the metrics regarding the im-

plementation cost and security of designs are compared to measure the accuracy of

the estimation. Besides, the time-to-products is measured to prove the efficiency of

utilizing the proposed design methodology over the conventional top-down design flow.
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4.4.3.1 Constructing the database for ECC Scalar Multiplication

Before starting to construct the database of field operators for the ECC, Wenger et

al. [16] recommended choosing the Binary Field GF (2m) for hardware implementation

instead of Prime Field GF (p). Comparing the hardware costs of the primitives, the

mathematical operators of the finite field implemented over the GF (2m) consumed

fewer resources than over the GF (p). The field operators include field multiplier, field

squarer, and field inverter. In this experiment, the length of the key is 163 bits, which

is referred to as standard FIPS-186-4.

The reference field operators are reused from work by Deschamps et al. [17] to con-

struct the database of the field operators. The synthesized results are executed within

the CMOS 45nm technology library from NANGATE at the operational frequency of

20 MHz. All the metrics of hardware implementation of these field operators are listed

in Table 4.3.

The Classical Square module is purely a combinational logic block [17]. Therefore,

it executes immediately (2.3·10−8ms) and requires 497 equivalent gates. Other modules

are implemented as sequential blocks that use storage for computing. Consequently,

they require more footprint area and more execution time. Field Multiplier and Field

Square are executed by two algorithms:

� School-book: Classical Square and Interleaved Multiplier.

� Montgomery: Montgomery Square and Montgomery Multiplier.

Table 4.3: Database of hardware implementation of field operators over GF (2163).

Works
Latency

(µs)

Power
Consumption

(µW )

Area
(GEs)

Field Multiplier

Interleaved
Mult.

8.25 170 4,650

Montgomery
Mult.

8.15 3,561 6,700

Field Inversion 16.4 612 8,600

Field Square
Classical Sqr. 2.3·10−5 35.8 497

Montgomery
Sqr.

8.15 612 3,291.33

D Flip-Flop - 0.344 8.09

* GEs denotes the number of equivalent gates.
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4.4.3.2 Evaluating the ECC’s hardware architectures

The evaluation of the ECC’s hardware architectures for passive RFID tags considers

not only the implementation cost but also the security against hardware attacks, which

is demonstrated in Section 2.3.2.2.

a. Evaluating the Elliptic Curves The comparative analysis of lightweight Elliptic

Curve Cryptography (ECC) primitives, as outlined in Table 1.4, focuses on evaluating

their efficiency under standardized hardware configurations. These primitives, referred

to from cryptographic literature, employ fundamental field operators such as field in-

verters, multipliers, and squares. Two distinct hardware architectures are utilized in

Figures 4.15 to ensure an equitable comparison.

The first assumed hardware model, which is presented in Figure 4.15(a), excludes

a dedicated field inversion block, while the second architecture, which is demonstrated

in Figure 4.15(b), incorporates one. The Binary Edwards Curve in Affine Coordinates

(BEC) proposed by Kim et al. [14] represents a notable exception, as its implemen-

tation inherently requires a field inversion operation. This necessitates the use of the

inversion-inclusive hardware model, Figure 4.15(b), for its evaluation, whereas other

curves are assessed using the simpler architecture, Figure 4.15(a).

Top module

Field Mult. Field Sqr.

(a) Without field inversion.

Top module

Field Mult. Field Sqr.

Field Inversion

(b) With field inversion..

Figure 4.15: Assumed hardware models for evaluating the elliptic curves.

The efficiency of each ECC primitive is quantified using metrics involving latency

in milliseconds, power consumption in microWatt, and area utilization measured in

the number of equivalent gates. These metrics are derived from simulations using the

hardware models in Figure 4.15 to ensure consistency across evaluations.

As these assumed hardware models process in sequence, applying Equations (4.8)

and (4.11) for estimating the power consumption and the total latency of the point

multiplication. The metrics of field operators are mapped by Table 4.3 for measuring
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Figure 4.16: Estimated Latency of considered ECC designs.

the implementation costs, such as power consumption and delay, of the considered

elliptic curves.

The measured latencies for an independent scalar multiplication of the considered

ECC designs are demonstrated in Figure 4.16. As depicted in Figure 4.16, existing

hardware architectures containing single-field multipliers and squares and employing

each considering elliptic curves fail to meet the latency requirements for passive RFID

tag applications. Specifically, elliptic curve cryptography (ECC) implementations using

Binary Edwards Curves (BEC) in affine coordinates exhibit a worst-case latency of

53ms, surpassing the permissible operational budget for passive RFID systems by 10

times the magnitude. Meanwhile, the Binary Weierstrass Curve (BWC) [13] and BEC

[11], which adopt classical field operators, demonstrate latencies of 16ms—fourfold

higher than the predefined constraints. These results underscore the incompatibility

of conventional hardware configurations with the stringent timing demands of passive

RFID technologies, necessitating architectural optimizations to align with resource

limitations.

Power consumption serves as an additional critical metric for evaluating the effi-

ciency of Elliptic Curve Cryptography (ECC) implementations. This metric is esti-

mated by Equation (4.8). Under the assumption of sequential processing, where oper-

ations are executed in a non-overlapping manner, the total power consumption of the

system’s top module is governed by the maximum power consumed by its constituent
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sub-blocks. The estimated power consumption values for the analyzed ECC designs

are graphically summarized in Figure 4.17. This graphical demonstration illustrates

the relative energy demands across different implementations. These results highlight

the influence of sub-block power profiles on overall system efficiency, particularly in

resource-constrained environments where energy optimization is paramount.
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Figure 4.17: Estimated Power Consumption of considered ECC designs.

Figure 4.17 shows the Binary Edwards Curve [14] using the Affine Coordinate con-

sumes significant power, which is 20 microWatt larger (25%) than other curves. This

is caused by the field inversion, which is the most complicated operator over the fi-

nite field. Therefore, hardware implementation of field inversion is also more costly

compared to the other field operators, which is also reflected in Table 4.3. Besides,

the Montgomery algorithms in field multiplier and field squarer provide notable ben-

efits in minimizing power consumption. By employing the components executing the

Montgomery algorithms, the power consumption is saved by 10 microWatt (13%).

The general analysis further highlights the advantages of the Binary Edwards Curve

proposed by Koziel et al. [11], which demonstrates superior implementation cost ef-

ficiency, demonstrated in Figures 4.16 and 4.17, and enhanced security properties.

Specifically, its Mixed Coordinates implementation ensures cryptographic complete-

ness, a critical feature for mitigating hardware-based side-channel attacks. However,

despite these benefits, the curve’s latency remains incompatible with the timing con-

straints of passive RFID systems. Consequently, architectural refinements are imper-
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ative to align the BEC’s performance with resource-constrained applications’ require-

ments while preserving its robustness in security.

b. Evaluating the hardware architectures In the previous evaluation, the alter-

native ECC algorithms were assessed in terms of both efficiency and security. The

evaluation results highlight the advantages of the algorithm implementing Binary Ed-

wards Curves proposed by Koziel et al. [11]. This algorithm requires 6M + 4S, where

M and S denote the field multiplier and square, respectively.

To implement Koziel’s algorithm on hardware, there are two architectures under

consideration as listed below:

� Single Processing Element (PE): Contains one field multiplier and one field

square, which is illustrated in Figure 4.18(a), that requires nine internal registers

of m−bits.

� Dual Processing Elements: Contains two couples of field multiplier and field

square demonstrated in Figure 4.18(b), which requires 12 internal registers of

m−bits.

PE

Field Mult. Field Sqr.

Top module

Registers

(a) Single PE Architecture.

PE-1

Field Mult. Field Sqr.

Top module

Registers

PE-2

Field Mult. Field Sqr.

(b) Dual PEs Architecture.

Figure 4.18: Two possible architectures under consideration.

By using the estimation equations, which are discussed in Section 4.2.1.2, in con-

junction with the reference field operators listed in Table 4.3, the estimated hardware

implementation costs of these architectures are given in Table 4.4. The benchmark

metric APT2 is introduced, as defined in Equation (4.28) to facilitate a comprehensive

evaluation of these implementations:

APT2 = A · P · T 2 (4.28)

where A,P, T represents the area physical cost (kGates), power consumption (µW ),

and latency (µs), respectively.
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Table 4.4: Estimation Hardware Implementation Cost by using proposed EEMitM
Design Methodology.

Architectures Single PE Dual PEs

Area (kGates) 17.02 26.12

Power Consumption
(mW )

710.45 1084.46

Latency (µs) 9.41 5.38

APT2 1,071,251 819,596

The benchmark is specifically designed to reflect the cost-effectiveness of each imple-

mentation within the framework of passive RFID tag applications. Given the stringent

real-time constraints characteristic of such applications, latency emerges as the most

critical design parameter. Accordingly, in the formulation of the APT2 benchmark, la-

tency is assigned a second-order weighting, thereby emphasizing its significance relative

to area and power in the overall evaluation of hardware efficiency.

Table 4.4 presents a comparative analysis of the hardware implementation metrics

for Single and Dual Processing Element (PE) architectures. The Dual PE architecture

exhibits higher area and power consumption but achieves significantly reduced latency

compared to the Single PE design. As a result, the APT2 benchmark indicates a more

favorable cost-performance trade-off for the Dual PE configuration, with a lower overall

score of 819,596 versus 1,071,251 for the Single PE.

Both Single PE and Dual PEs are implemented on hardware within the CMOS

45nm NANGATE technology at the operational frequency of 20MHz by using the

conventional design methodology with EDA tools to evaluate the accuracy of the esti-

mation approach in the proposed EEMitM. Table 4.5 provides a detailed comparison

of key performance indicators for the Single and Dual Processing Element (PE) archi-

tectures, including area, power consumption, latency, and the integrated APT2 metric.

Notably, while the Dual PE configuration demands a higher silicon area and consumes

more power, it offers substantially improved latency performance, which is critical in

time-sensitive applications. Consequently, the enhanced latency of the Dual PE archi-

tecture yields a better APT2 score, demonstrating a more optimal balance between

cost and performance despite the increased resource utilization.

c. Experimental Results of the proposed EEMitM Design Methodology

Implementation costs The benchmark precise metrics of the implementation

costs, such as area physical cost, power consumption, and latency, are defined to facili-
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Table 4.5: Estimation Hardware Implementation Cost by using conventional Design
Methodology.

Architectures Single PE Dual PEs

Area (kGates) 20.93 29.88

Power Consumption
(mW )

798.4 1,402

Latency (µs) 9.52 5.44

APT2 1,514,480 1,239,728

tate the accuracy of the estimation mechanism in the proposal. These metrics compare

the corresponding variables between using the conventional design methodology and

the proposed estimation approach as determined in Equation (4.29):

ErrorArea(%) = 100%− |AEDA − AEstimation|
AEDA

ErrorPower(%) = 100%− |PEDA − PEstimation|
PEDA

ErrorLatency(%) = 100%− |TEDA − TEstimation|
TEDA

(4.29)

where AEDA, PEDA, TEDA are the implementation costs, area physical cost, power con-

sumption, and latency metrics derived from the EDA tools using the conventional de-

sign methodology. Additionally, AEstimation, PEstimation, TEstimation are estimated using

the proposed EEMitM design methodology.

Furthermore, the additional feature of the proposed EEMitM design methodology

is comparing the relative proportions of alternative designs. Relative ratios of imple-

mentation costs between two designs, defined as Equation (4.30), are also estimated

and measured by using both the proposed design methodology and the conventional

design methodology, respectively. Figure 4.19 shows in more detail the precision of the

estimation approach in the proposed EEMitM design methodology, compared to the

EDA tools using the conventional design methodology.

RArea =
ASingle_PE

ADual_PEs

RPower =
PSingle_PE

PDual_PEs

RLatency =
TSingle_PE

TDual_PEs

(4.30)
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In terms of power consumption, the estimated ratio of 0.66 shows reasonable cor-

respondence with the EDA ratio of 0.57. This close correspondence suggests that

the estimation model is effective in approximating real power values under the Single

configuration. However, the Dual configuration exhibits a higher estimation error of

22.6%, indicating a noticeable deviation from actual power measurements. This larger

discrepancy may stem from more complex interactions in the dual-core design that are

not fully captured by the estimation model. Despite this, the power estimation still

provides a useful baseline during early design stages.

The latency metric shows perfect alignment between estimation and EDA results,

with identical ratios of 1.75 and minimal error margins of 1.2% (Single) and 1.1%

(Dual). This demonstrates exceptional estimation precision for this parameter. This

suggests that the estimation approach captures timing characteristics of the design

with impressive precision. Such accuracy is particularly valuable in time-critical appli-

cations, where tight timing constraints must be met. It also validates the robustness

of the latency estimation model across different architectural configurations.

For the area metric, the proposed estimation method performs well across both

configurations. The estimated area for Single shows a ratio of 0.65 compared to the

EDA value, with an error margin of 15.4%, which is acceptable for early design evalu-

ation. In the Duo setup, the estimation ratio improves slightly to 0.67, and the error

reduces to 12.6%. These results suggest that the estimation framework is fairly reliable

in predicting gate count trends, especially as design complexity scales. Overall, the

estimation results show a strong correlation with EDA outputs, particularly for area

and latency metrics, validating the estimation methodology’s effectiveness.

Duration of process Utilizing the proposed EEMitM reduces the time-to-market

significantly. In our experiments, we consider four designs of ECC blocks, including

the BGC [13], BEC [11], and the proposed BEC with single core and dual cores. Each

design is sequentially synthesized, verified, and validated with the assumed design con-

straints with 1,000 reference test cases on the same server with a single core of the

Intel(R) Xeon(R) CPU E5-2640 v4 2.40GHz.

In the conventional top-down design methodology, each design consumes approx-

imately 1,440,000 seconds (2 weeks) to complete the design process. In contrast, by

utilizing the proposed EEMitM, each design only needs 3,000 seconds (50 minutes) to

estimate the implementation costs and generate pseudo power traces.

In the experimental scope of four designs, the total durations of the process of

the conventional top-down and the proposed EEMitM design methodology are shown

in Figure 4.20. Figure 4.20 shows the advantages of utilizing the proposed design
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Figure 4.20: Comparison of the process’s duration between the conventional top-
down and the proposed EEMitM design methodologies in log base.

methodology. The proposed design methodology requires 12,000 seconds to find the

optimal design of the ECC block, which saves 480 times compared to the conventional

approach.

4.5 Summary

This section of the thesis addresses the effectiveness of balancing the security level and

the implementation costs of the passive ECC-based Authentication Protocol RFID tags

by proposing an innovative design process named Early Evaluation Meet-in-the-Middle

(EEMitM). The proposed design methodology is firstly based on proposing a database

of the primitive hardware components. The database provides the general informa-

tion of these hardware modules, such as power consumption, physical area occupation,

and mathematical model. This information is provided to the proposed estimation

process, which is the second contribution of the proposed EEMitM, to quantify the

approximated hardware implementation costs of the desired system. Lastly, the third

proposal of the estimation power trace method appropriates the pseudo trace of the

instantaneous power consumed by the hardware system. By reusing the information

provided by the existing models in the database, the proposal EEMitM enables quick

estimation and evaluation of the alternative designs. Thanks for the proposal, the time-

to-product can be reduced by 480 times better than using the conventional top-down

design approaches in the experimental condition. These results are published in [C3]

and partly reported in [J1, C2]. Additionally, the proposed EEMitM is also proposed
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in an accepted patent [P1].

In practice, there are N selections of hardware implementation. Therefore, if the de-

signers carry out the conventional top-down design methodology, the time-to-products

is approximately N ·THW , where THW is the minimum duration to implement a design

on hardware. Consequently, the total time-to-product is significant, which increases

the manufacturing price of the product.

By using the proposed innovative design methodology, the estimation and evalua-

tion are executed over the software with the determined database in the duration of

TSW << THW . At the end of the assessment, the optimal design is implemented on

hardware within THW . In total, the time-to-product of using the proposed EEMitM

design methodology is N · TSW + THW .

Related to the precision of the estimation, the proposal provides an impressive

accuracy of 1.2% of error in latency. In the worst estimation of the power consumption,

the accuracy stays at an acceptable error of 22.6%. Additionally, the time-to-market

in the condition of experiments can be reduced by 480 times better than using the

conventional top-down design approaches.
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Conclusion and Future Works

Conclusion

With the outstanding advantages of low cost and low power, passive RFID tags have

become an essential part of our lives, ranging from civil to military applications, sig-

nificantly impacting human daily life. However, the security vulnerabilities require the

passive RFID tags to employ complementary countermeasures, such as ECC. These

solutions help passive ECC-based RFID tags avoid many threats, such as wireless and

hardware attacks. The drawback of the approaches is carrying out additional operators,

which permits the reduction of the possibility of leakage. These complementary oper-

ators enlarge the system’s total implementation costs, possibly exceeding the physical

constraints of the passive RFID tags. Therefore, the balance between the implementa-

tion cost and the security level of the passive RFID tags is a critical challenge.

In order to address this question, several research studies have tried to develop

major trends. The first attempt is to optimize the complexity of the ECC-based au-

thentication protocol to match the implementation costs. The second orientation is to

minimize the implementation cost of security primitives that are utilized in the ECC-

based authentication protocol. The last is a hardware-software co-design approach,

where efficient hardware of the security primitives with a compatible protocol is ex-

plored. However, these recent attempts contain limitations as follows:

1. Because of a lack of systematic information, the conventional attempts often treat

security as an afterthought or a complementary feature at the later design phase

rather than considering it at the beginning. Consequently, the ability to produce

insecure and costly ECC-based solutions.

2. Due to the ECC-based authentication protocol being complicated, which is pos-

sibly optimized over multiple layers, the design space of the system is massive.

With the traditional mechanisms, implementing trial-and-error to find the opti-

mal ECC-based authentication protocol that fits with the design constraints is a
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critical challenge. Scanning all the huge space of designs with the conventional

design methodology increases the time-to-market.

Addressing these mentioned drawbacks, it is necessary to invent an innovative design

methodology that helps designers consider both the security and implementation costs

of the ECC-based authentication protocol in each design step. As a consequence,

designers reduce the number of iterations for trial-and-error prototyping and minimize

the time-to-product expense.

The ultimate goal of this research was to propose a comprehensive set of design

phases that enable the designer to quickly and early estimate, evaluate, and choose the

best systematic configurations for hardware implementation. Consequently, the de-

signers save on the time-to-product cost. The main research works can be summarized

as follows:

1. A 21.68 kGates of a low-cost, low-power hardware architecture of BEC has been

proposed and synthesized by using the CMOS TSMC 65nm technology, accord-

ing to the conventional Top-down design methodology. The proposed hardware

implementation consumes 126µW@10MHz of power, estimated by the Synop-

sys PrimeTime tool. The hardware implementation results of the proposal show

that our proposed system is efficient in terms of implementation cost and energy

consumption when compared with other works. Besides, the TVLA evaluation

proves that the proposal is secure against side-channel vulnerabilities. These

results are published in [C1].

2. To solve the problem of time-to-product, we proposed the Early Evaluation MitM

design methodology. By using the database of the reference security primitives,

the designers can possibly model the chosen system without prototyping. The

proposed framework enables quick modeling over the software environment, which

significantly reduces the time to produce. The experiments show that by applying

the proposal, the time-to-product reduces by 480 times compared to the conven-

tional design flow. Regarding the accuracy of the estimation of implementation

costs, the experiments show a precise estimation of 1.2% of error in latency. In

the worst estimation of the power consumption, the accuracy stays at an accept-

able error of 22.6%. These discussions of the proposal are published in [C2, C3,

P1] and partly presented in [J1].
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Future works

While this study has made strides in addressing key challenges within the exploration of

the design space for ECC (Elliptic Curve Cryptography)- based authentication proto-

cols tailored to passive RFID (Radio-Frequency Identification) tags, several avenues for

future research remain open. The work has focused on identifying optimal design con-

figurations compatible with the resource-constrained characteristics of passive RFID

systems. However, to advance the field further, the following directions are proposed

as critical next steps.

Evaluate the security properties Aiming to prove the security benefits of the first

contribution in this thesis, a general TVLA evaluation is performed and presented in

Chapter 3. Although the TVLA evaluation of the system validates the security prop-

erty against the SCA threats, the experiments to measure the robustness of the pro-

posed system against the particular vulnerabilities, such as Correlation Power Analysis

(CPA) and Differential Power Analysis (DPA) are necessary to strengthen the security

advance of our work.

Develop Commercial EDA Tools with the proposed Early Evaluation MitM design

methodology A primary objective moving forward is the refinement and integration

of the proposed Early Evaluation MitM (Meet-in-the-Middle) design methodology into

existing commercial Electronic Design Automation (EDA) tools. By embedding the

Early Evaluation MitM framework, the goal is to create a seamless interface that

bridges theoretical design exploration and practical implementation. A key component

of this effort involves developing an intuitive graphical user interface (GUI) for the

platform. This GUI would enable designers to interact dynamically with estimation

and evaluation modules, allowing real-time adjustments to the parameters of the design.

Extending Application-Specific Database To increase the versatility and adoption

of the proposed tools, expanding the Early Evaluation MitM methodology’s reference

databases is essential. Currently, the datasets are limited to a narrow range of ECC-

based authentication protocols for passive RFID use cases. The platform’s applicability

would grow significantly by diversifying these databases to include applications. This

expansion would motivate the foster cross-industry collaboration.
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