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11. Summary of the new findings of the thesis:  

Firstly, the dissertation proposes a simple digital design for the Integrate-and-Fire (IF) 

neuron model. The design focuses on minimizing features compared to other works, 

resulting in a 3.2 times reduction in the implementation's spatial cost compared to other 

designs. To test the effectiveness of the design at a system level, the dissertation also 

proposes a hardware design for a feedforward Spiking Neural Network (SNN) with 3 

layers for the MNIST application. The SNN is trained using the conversion algorithm 

from Artificial Neural Network (ANN) to SNN, and the network's weights are quantized 

in 10-bit fixed-point format. 

Secondly, the dissertation proposes a novel algorithm for training SNNs with ternary 

weight representation. Such SNNs are referred to as Ternary Weight Spiking Networks 



(TW-SNNs). The goal of TW-SNNs is to reduce memory storage requirements for the 

network weights. To demonstrate the energy efficiency of the proposed method, the 

dissertation also presents a hardware design for the TW-SNN network. 

Thirdly, the dissertation proposes a new max-pooling method for Convolutional SNNs. 

The proposed pooling method ensures the accuracy of the SNN while still being easily 

implementable on hardware. 

12. Practical applicability, if any: 

The current applications of artificial intelligence and deep learning are being widely 

deployed in various aspects of our lives. However, the deployment of deep learning 

applications onto edge devices faces challenges due to high energy consumption and 

memory storage requirements. Spiking Neural Networks (SNNs) offer an efficient 

solution for deploying AI applications on edge devices. The dissertation focuses on 

proposing hardware solutions (such as designing a simplified neuron model and network 

architecture) and software solutions (such as designing algorithms to reduce memory 

requirements).  

13. Further research directions, if any:  

- Develop a 3D-NoC model to integrate into the hardware design for SNNs, enabling 

scalability for large-scale SNN network models. 

- Utilize advanced memory technologies such as memristors to design hardware for 

SNNs. 
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