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Abstract

In the paper, the problem of determining the global properties of distributed systems is addressed. At each moment during the execution of a system, every process has its knowledge about the system. By message passing the processes can exchange their knowledge. We present a general algorithm for a process to synthesize the knowledge that it obtains, and to maintain its consistent view about the system. Depending on different interpretations the algorithm can be used for distributed snapshots, for verification and design of stabilizing protocols, etc.
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1 Introduction

A distributed system is a set of processors that share no memory and communicate only by passing message along bidirectional communication links. Because the relative processor speeds and message transmission time are not known, coordination between processors is difficult, and the design and proof of distributed algorithms are very complicated. Coordination between processors is based only on the causality between events in the system. Thus, one has to use additional messages called control messages in order to observe a global state property, such as in snapshot algorithms.

Message passing is the only way for transferring knowledge in distributed systems. At each moment a process in a distributed system has a view about the system that is changing during the execution. When a process sends a message to another process, its knowledge is transferred to this process explicitly or implicitly. The recipient, when it has received the message can combine the obtained knowledge with its to get a new view about the system. Maintaining the knowledge about the system of each process in its local states may simplify determining global state properties of the system. By considering the interaction between knowledge and actions in distributed systems and the way that consistent global view of a process is changing during the execution of the systems, we propose a general algorithm for maintaining the amount of knowledge about the systems in the local states of processes. We found that many familiar algorithms, such as checkpointing, concurrent common knowledge attainment, partial logical time, etc. can be derived from our algorithm.

The paper is organized as follows. Section 2 contains our system model. In Section 3 we present our algorithm and some of its applications.

2 Labeled Transition System Model of Distributed Computations

The distributed computing systems considered in this paper are taken from [1, 6, 10, 11] as follows. A distributed computing system consists of multiple autonomous processors that do not share primary memory but cooperate by sending messages over a communication network. The communication network is assumed to be connected so that each processor can send message to any
other, and to be reliable (i.e. messages are delivered error-free without ever being lost). Logically, between two ordered processors there exists an one way communication channel. We consider in this paper two kinds of message passing: synchronous and asynchronous one. With synchronous message passing, the sender of a message is blocked until the receiver has received the message. With asynchronous message passing, the sender does not wait for the receiver to be ready to accept its message. Conceptually, the sender continues immediately after sending the message. We start with the definition of labeled transition systems which is taken from [9].

Definition 1: A labeled transition system is a triple \( P = (Q, \rightarrow, A) \), where \( Q \) is the set of configurations, \( A \) is the set of labels, and \( \rightarrow \subseteq Q \times A \times Q \) is the transition relation. In the sequel, we write \( p \xrightarrow{a} q \) instead of \((p, a, q) \in \rightarrow\). The labeled transition \( P \) is said to be deterministic if and only if \( \forall p \in Q, a \in A \land \left( \{ q \in Q | p \xrightarrow{a} q \} \leq 1 \right) \).

Definition 2: A distributed computing system \( D \) is a tuple \((P_1, \ldots, P_N, C, M)\), where

1. \( P_i = (Q_i, \rightarrow_i, A_i) \) is a labeled transition system, called the process \( i \) of the system, \( Q_i \) and \( A_i \) are respectively the set of its local states and the set of its local actions,
2. \( C \) is the set of communication actions of the system, \( C = \{s_{ij}, r_{ij} | i, j = 1, \ldots, N, i \neq j\} \), where \( r_{ij}, s_{ij} \) are respectively the message receipt, the message send of the process \( i \) to/from the process \( j \),
3. \( M \) is a matrix the element \( M_{ij} \) of which is the set of messages sent by \( P_i \) to \( P_j \),
4. \( \rightarrow \) is a transition labeled over \( C \), \( \rightarrow \subseteq Q_i \times (M_{ij} \times Q_i) \) if \( c = s_{ij}, \) and \( \rightarrow \subseteq (Q_i \times M_{ji}) \times Q_i \) if \( c = r_{ij}, i, j = 1, \ldots, N, i \neq j \).

For simplicity, we assume that the system \( D \), \( C, Q_i, M_{ij}, i, j = 1, \ldots, N, i \neq j \) are pairwise disjoint. Thus, the labeled transition relations in Definition 2 can be distinguished by their label sets. Consequently, we can omit the index of the relations without fear of confusion.

In order to represent the parallel execution of the processes in a distributed system, we use joint actions which has been introduced in [7, 8]. An joint action consists of actions performed simultaneously by all processes in the system including local actions, communication actions and the idle action.

Definition 3: Let \( D \) be a distributed system given as above. The set \( \Sigma_i = A_i \cup \{\lambda\} \cup \{r_{ij}, s_{ij} | j = 1, \ldots, N\} \) is called set of actions performed by the process \( i \), where \( \lambda \) denotes the empty word, the idle action. The set \( A = \Sigma_1 \times \ldots \times \Sigma_N \) is called the set of joint actions of the system, while the set \( AS = \{(a_1, \ldots, a_N) | a_i \in A_i \text{ and } a_i = s_{ij} \text{ iff } a_j = r_{ji}, i, j = 1, \ldots, N\} \) is called the set of its synchronous actions.

Let \( VAS(A) = \{(h_1, \ldots, h_N) | h_i \in \Sigma_{i}^{+}\} \), \( VAS(A) \) is called the set of vectors of action sequences over \( A \). In this paper we adopt the following conventions. \( \lambda \) will denote the joint action for which all components are \( \lambda \) except that the ith component is \( a \). For \( W \in VAS(A) \), \( w_i \) will denote its \( i \)th component. For \( W, W' \in VAS(A) \), the product \( WW' \) of \( W \) and \( W' \) is defined as \( WW' = (w_1 w'_1, \ldots, w_N w'_N) \). For a sequence \( w = a_1 a_2 \cdots a_m \) over an alphabet \( B \), we call \( m \) the length of \( w \) (denoted by \( |w| \)), and the set \( \{(i, a_i) | i = 1, \ldots, m\} \) set of letter occurrences of \( w \). For a letter occurrence \((i, a)\), \( a \) is said to be its label. A singleton set will be identified with its element. For a partial ordering \( (O, <) \), \( O' \subseteq O \) is called a left closed subset of \( O \) if \( \forall x \in O' \forall y \in O \land y < x \Rightarrow y \in O' \).

The computations of a distributed system are described by associating a labeled transition system is associated with it. A state of the system consists of local states of its processes, one for each, and a state of communication channels. A state of the latter will be the sequences of messages that have not been accepted.

Definition 4: Let \( D \) be a distributed system given as above. The state space of \( D \) is the set \( S = Q_1 \times \ldots \times Q_N \times \Gamma \), where \( \Gamma \) is the set of matrices \( G \) the element \( g_{ij} \) (in \( M_{ij}^{+} \)) of which is a priori-queue of possible messages from the process \( i \) to the process \( j \). Each element of \( S \) will be called a complete state of the system; the vector of the \( N \) first components of a complete state is simply called state of the system.

Unless otherwise stated, states of a channel are not assumed to be FIFO. The empty queue represents the state that there is no message on the channel and is denoted by \( \lambda \) also.
g, the operation \( put(g, m) \) gives a new queue which is the queue \( g \) added with the element \( m \), while the operation \( get(g) \) returns a element \( m \) of \( g \) and a new queue which is \( g \) with \( m \) being removed if \( g \) is not empty. In the case that \( g \) is a FIFO queue, \( put(g, m) \) means putting \( m \) at the front of \( g \) and \( get(g) \) means getting and removing the element at the rear of \( g \).

**Definition 5:** The labeled transition system for \( D \) is \( T = (S, \rightarrow, A) \), where \( S \) is the state space, \( A \) is the set of joint actions of \( D \), \( \rightarrow \) is defined below.

For \( \overline{q} = (q_1, \ldots, q_N, G) \), \( \overline{q}' = (q'_1, \ldots, q'_N, G') \) in \( S \), \( \overline{q} \rightarrow \overline{q}' \) iff for \( i, j = 1, \ldots, N \):

1. \( a_i \in A_i \cup \{ \lambda \}, a_j \in A_j \cup \{ \lambda \} \) and \( q_i \xrightarrow{a_i} q'_i, q_j \xrightarrow{a_j} q'_j, g_{ij} = g_{ij}, \) or
2. \( a_i \in A_i \cup \{ \lambda \}, a_j = r_{ji} \) and \( q_i \xrightarrow{a_i} q'_i, (q_j, m) \xrightarrow{a_j} q'_j, (m, g_{ij}) = get(g_{ij}), \) or
3. \( a_i \in A_i \cup \{ \lambda \}, a_j = s_{ji} \) and \( q_i \xrightarrow{a_i} q'_i, q_j \xrightarrow{a_j} (m, q'_i), g_{ij}' = put(m, g_{ij}), \) or
4. \( a_j = r_{ji}, a_j = s_{ji} \) and \( q_i \xrightarrow{a_i} (m, q'_i), (q_j, m') \xrightarrow{a_j} (q'_i), (m', g_{ji}') = get(put(m, g_{ji})). \)

Each process in a distributed system can perform its local computations independently of the others. The message passing is synchronous if the specified channel is empty and the receiver is ready to accept message.

The relation \( \rightarrow \) is extended to be labeled over \( VAS(A) \) as follows. For \( \overline{q}, \overline{q}' \in S, W \in VAS(A) \), \( \overline{q} \rightarrow' \overline{q}' \) iff there exists \( \overline{v}_1, \ldots, \overline{v}_k \in A, v_1, \ldots, v_k \in S \) such that \( W = \overline{v}_1 \overline{v}_2 \ldots \overline{v}_k \) and \( q \rightarrow \overline{v}_1 \overrightarrow{\overline{v}}_2 \overrightarrow{\overline{v}}_3 \ldots \overrightarrow{\overline{v}}_k = q' \). Furthermore, we call \( W_n = \overline{v}_1 \overline{v}_2 \ldots \overline{v}_n \), \( n \leq k \) a prefix of \( W \) and denote by \( W_n \subseteq W \).

Let \( \overline{q}^0 = (q_1^0, \ldots, q_N^0, \emptyset) \) be a fixed complete state, called initial state of \( D \) in which \( \emptyset \) denotes the matrix having the empty queue as its elements.

**Definition 6:** Let \( H = \{ W | W \in VAS(A) \land \exists \overline{q} \in S \cdot \overline{q} \overrightarrow{0} W \overline{q} \}, R = \{ \overline{q} | W \in VAS(A) \cdot \overline{q} \overrightarrow{0} W \overline{q} \} \). \( H \) and \( R \) respectively are called the set of histories and reachable states of \( D \).

The causality relation between action occurrences in the local computation and local states in an execution represented by \( W = \overline{v}_1 \overline{v}_2 \ldots \overline{v}_k \) of \( D \) can be seen through the construction of an occurrence net from \( W \). An occurrence net is a triple \( (B, E, F) \), where \( B \) is the set of conditions, \( E \) is the set of events and \( F \subseteq (B \times E) \cup (E \times B) \) is the flow relation such that \( F^+ \) is acyclic (hence, \( F^+ \) is a partial order), and such that \( \forall b \in B \cdot (|\{ e | (e, b) \in F \} | \leq 1 \land |\{ e | (b, e) \in F \} | \leq 1 \) and \( E \subseteq dom(F) \cap cod(F) \). Graphically, elements of \( B \) are represented by circles, the elements of \( E \) are represented by bars, an element \((a, b)\) of \( F \) is represented by a directed arc from \( a \) to \( b \).

The readers are referred to [2] for the details of the notions of occurrence nets. An occurrence net \( \overline{N} \) is associated to \( W \) as follows. Each action occurrence of a process corresponds to an event of \( \overline{N} \) labelled by its name. Each local state of a process occurred during the execution corresponds to a condition of \( \overline{N} \) labeled by the state. Each message sent by the process \( i \) to the process \( j \) corresponds to a condition labeled by \((m, i, j)\). \( \overline{N} \) is such that if \( q_1^0 \overrightarrow{W} q = (q_1, \ldots, q_N, G) \), then for \( i = 1, \ldots, N \), \( q_i \) is a label of a condition having no outgoing arc. \( \overline{N} \) is defined by induction on the length of a sequence of joint actions of \( W \) as follows. The occurrence net associated to \( A \) is \( (B, \emptyset, \emptyset) \), where \( B \) contains for each process \( i \) a condition labeled by \( q_i^0 \).

If \( (B, E, F) \) is an occurrence net associated to \( W \in H \), and if \( \overline{a} = (a_1, \ldots, a_N) \) is a joint action such that \( q_1^0 \overrightarrow{W} q = (q_1, \ldots, q_N, G) \overrightarrow{\overline{a}} q' = (q'_1, \ldots, q'_N, G') \), then an occurrence net associated to \( W \overline{a} \) is constructed from \( (B, E, F) \) as follows. For each \( a_i, i = 1, \ldots, N \) such that \( a_i = s_{ij} \) with some \( j \), and the transition \( q_i \xrightarrow{a_i} (m, q'_i) \) is used in the definition of the transition \( q \overrightarrow{a} q' \), a new event \( e \) labeled by \( s_{ij} \) is added to \( E \). Let \( b \), labeled by \( q_i \in B \) such that \( b \) has no outgoing arc. An element \((b, e)\) is added to \( F \). Then, we add new conditions \( b' \) and \( b'' \) labeled by \( q'_i \) and \( (m, i, j) \), respectively, to \( B \) and new elements \((e, b'), (e, b'')\) to \( F \). For each \( a_i \) such that \( a_i \in A_i \cup \{ \lambda \} \), a new event \( e \) labeled by \( a_i \) is added to \( E \). Let \( b \in B \) be labeled by \( q_i \) and have no outgoing arc. An element \((b, e)\) is added to \( F \). Then, we add a new condition \( b' \) labeled by \( q'_i \) to \( B \) and a new arc \((e, b'')\) to \( F \). For each \( a_i \) such that \( a_i = s_{ij} \) with some \( j \), and the transition \( (q_i, m) \xrightarrow{a_i} q'_i \) is used in the definition of the transition \( q \xrightarrow{a} q' \), a new event \( e \) labeled by \( a_i \) is added to \( E \). Let \( b, b' \in B \) be such that they have no outgoing arc, and such that \( b \) is labeled by \( q_i \) and \( b' \) is labeled by \((m, j, i)\). New arcs
(b, e), (b', e) are added to F. Then, we add a new condition b'' labeled by q''_1 to B and a new arc (e, b'') to F. The correctness of the construction is obvious.

**Example:** Let \( D = (P_1, P_2, C, M), P_1 = (\{q_1, q_2, q_0\}, \rightarrow, \{b\}), P_2 = (\{p_1, p_2, p_0\}, \rightarrow, \{a\}), M_{21} = \{1, 0\} \), where \((q_0, 1) \overset{\text{a}}{\rightarrow} q_1, (q_0, 0) \overset{\text{a}}{\rightarrow} q_2, q_1 \overset{\text{a}}{\rightarrow} q_0, p_0 \overset{\text{a}}{\rightarrow} (p_2, 0), p_1 \overset{\text{a}}{\rightarrow} (p_0, 1), p_0 \overset{\text{b}}{\rightarrow} p_1. \)

Let \( W = (r_{12}a_{12}, b_{21}, s_{21}) = (\lambda, b)(r_{12}, s_{21})(a, b)(r_{12}, s_{21})(\lambda, s_{21}), \bar{q}_0 = (q_0, p_0, O). \) The occurrence net defined for \( W \) is pictorial in Fig. 1.

Unlike in the models in the literature \([6, 10, 11]\), in our model the role of messages in the transition of states of the system is taken into account. Graphically, we use occurrence nets, in which both actions and states are represented. The relation \( F^+ \), when restricted on the set of events, is exactly the “happens before” relation defined by Lamport \([3]\).

**Lemma 1:** Let \( W \in H, \mathcal{M} \) be an occurrence net associated to \( W \). There is a one-to-one corresponding \( \varphi \) from the set of letter occurrences of the components of \( W \) to the set \( E \) of events of \( \mathcal{M} \) preserving labels such that:

1. for letter occurrences \( a, a' \) in \( w_i \), \( a \) follows immediately \( a' \) in \( w_j \) if and only if there exists a condition \( b \) with label in \( Q_i \) such that \((\varphi(a'), b), (b, \varphi(a)) \in F\),

2. for a letter occurrence \( a \) with the name \( r_{ij} \) in \( w_i \), there exists only one letter occurrence \( a' \) with the name \( s_{ji} \) in \( w_j \) and a condition \( b \in B \) with label \((m, j, i)\) for some \( m \in M_{ji} \) such that \((\varphi(a'), b), (b, \varphi(a)) \in F\).

We call \( a' \) defined in (2) the corresponding send of \( a \), and in both cases (1) and (2) we say that \( \varphi(a') \) happened immediately before \( \varphi(a) \).

In general, the transition system of a distributed system need not be deterministic although the transition systems of its components are deterministic. The reason is that we do not specify the way that messages are delivered. Thus, the correspondence between sends and receipts is not unique. However, we have the following theorem which follows immediately from Lemma 1.

**Theorem 1:** Let \( D \) be a distributed system in which the states of the channels are FIFO queues of possible messages. If the transition relations of the components of \( D \) are deterministic then so is the transition system for \( D \).

From the FIFO assumption and Lemma 1, it can be verified that for letter occurrences \( a, a' \), where \( a \) is the \( h \)th occurrence of \( r_{ij} \) in \( w_i \), \( a' \) is the \( h \)th occurrence of \( s_{ji} \) in \( w_j \) if and only if there exists a condition \( b \in B \) with label \((m, i, j)\) for some \( m \) such that \((e', b), (b, e) \in F\), where \( e \) is the event corresponding to \( a \) and \( e' \) is the event corresponding to \( a' \).

Since each event in \( E \) represents a transition in the components of \( D \), and since the transition relations of the components of \( D \) are deterministic, all occurrence nets associated to \( W \) with respect to its different factorizations into a sequence of joint actions are isomorphic. Again, from FIFO assumption, the state of channels after the execution \( W \) are determined uniquely from its associated occurrence net. Thus, there exists uniquely only one complete state \( \bar{q} \) such that \( \bar{q}_0 \overset{W}{\rightarrow} \bar{q} \).

For the simplicity, from now on in this paper, we restrict our attention to only the distributed
systems for which the labeled transition systems are deterministic. This means that for every execution $W$ of the systems, the occurrence net associated to $W$ is defined uniquely (up to an isomorphism). Consequently, we can identify the events of the occurrence net associated to $W$ with the letter occurrences in its components according to the corresponding in Lemma 1 and “immediately happens before” relation is defined uniquely for any execution represented by $W$. In the sequel, let $D$ be a distributed system, $W \in H$, $M$ be an occurrence net associated to $W$.

For an occurrence net $M$, we call the conditions having no incoming arc initial conditions; each subgraph of $M$ forming an occurrence net is called subnet of $M$. A subnet is left closed if the set of its events and conditions is a left closed subset of the set of events and conditions of $M$ w.r.t. the partial ordering generated by the flow relation.

**Theorem 2:** The occurrence net associated with each prefix $W'$ of $W$ is a left closed subnet of the occurrence net associated with $W$. Conversely, for each left closed subnet $M'$ of $M$ containing the initial conditions, there exists a prefix $W'$ of $W$ such that $M'$ is the occurrence net associated to $W'$.

**Proof:** The first part of the theorem is obvious from the assumption of $D$ and the definition of $M$. The second part is proven below.

Let $M = (B, E, F)$, and let $M' = (B', E', F')$ be a left closed subnet of $M$, $B' \subseteq B, E' \subseteq E, F'$ is the restriction of $F$ on $B' \cup E'$. Since $B' \cup E'$ is a left closed subset of $B \cup E$ w.r.t. $F^+$ and since $B \cup E$ is a finite set, there exists a topology sorting $e_1, e_2, \ldots, e_m$ of $E$ w.r.t. $F^+$ such that $e_1, e_2, \ldots, e_k, k \leq m$, is a topology sorting of $E'$ w.r.t. $F^+$. For each $e_i$, let $\bar{a}_i = \Lambda_j(a)$, where $a$ is the label of $e_i$ and $a \in A_j$. Since the letter occurrence of each component of $W$ are totally ordered by $F^+$ by Lemma 1, we have $W = \bar{a}_1 \bar{a}_2 \ldots \bar{a}_m$. For $i = 1, \ldots, m$ let $M_i$ be the subnet of $M$ containing the initial conditions of $M$ such that its set of events is \{e_1, e_2, \ldots, e_i\}. Let $\bar{q}_i$ be a state constructed by the labels of the conditions having no outgoing arc of $M_i$. It can be seen by trivial induction on $i$ that $q_1 \xrightarrow{e_1} \bar{q}_1 \xrightarrow{e_2} \bar{q}_2 \ldots \xrightarrow{e_i} \bar{q}_i$. Now, let $W' = \bar{q}_1 \ldots \bar{q}_k$. We can prove that $W' \subseteq W$ and $M_i$ is the occurrence net associated to $W'$. The details of the proof are left to the readers.

Theorem 2 establishes a one-to-one correspondence between the left closed subnets of the occurrence net associated to an execution $W$ of the system and its prefixes. The following corollaries follow immediately from it.

**Corollary 1:** $W' \in \text{VAS}(A)$ is a prefix of $W$ if and only if $w_i'$ is a prefix of $w_i$ and the set of letter occurrences of the components of $W'$ is a left closed set of the one of $W$ w.r.t. the “happens before” relation.

**Proof:** The subnet $M'$ containing the initial condition and the letter occurrences of $W'$ is a left closed subnet of $M$. From Theorem 2, there is a prefix $W''$ of $W$ such that $M'$ is its associated occurrence net. By the property of $W'$, it follows that $W'' = W'$.

**Corollary 2:** For each prefix $w$ of $w_i$, there exists a prefix $W'$ of $W$ such that $w_i' = w$. Furthermore, the letter occurrences of the components of $W'$ are those which happen before some letter occurrence in $w$.

**Proof:** Let $a$ be the last letter occurrence of $w$. Denote $a^- = \{e | e \text{ happens before } a \} \cup \{a\}$. $a^-$ is a left closed subset of the set of letter occurrences of $W$. Since if $a^-$ contains a letter occurrence in $w_i$ it contains all letter occurrences preceding this letter occurrence, we can define $w_i'$ to be the prefix of $w_i$ containing all letter occurrences in $a^-$. Obviously, $w_i' = w$. From Corollary 1, $W' = (w_1', \ldots, w_N')$ is a prefix of $W$.

**Theorem 3:** Let $W \in H$, $W' = (w_1', \ldots, w_N')$ and $W'' = (w_1'', \ldots, w_N'')$ be its prefixes. Define $\max(W', W'') = (u_1, \ldots, u_N)$, $\min(W', W'') = (v_1, \ldots, v_N)$, where for $i = 1, \ldots, N$,

\[
\begin{align*}
    u_i &= \text{if } \text{w}_i'' \text{ is a prefix of w}_i' \text{ then } w_i' \text{ else w}_i'', \\
    v_i &= \text{if } \text{w}_i'' \text{ is a prefix of w}_i' \text{ then } w_i'' \text{ else w}_i'.
\end{align*}
\]

Then, $\max(W', W'')$, $\min(W', W'')$ are prefixes of $W$ also.

**Proof:** Let $M, M'$ and $M''$ be associated occurrence nets of $W$, $W$ and $W''$ respectively. By Theorem 2, $M'$ and $M''$ are left closed subnets containing initial conditions of $M$. Thus, $M' \cup M'' =
\((B' \cup B'', E' \cup E'', F \cup F'')\), \(\mathcal{M}' \cap \mathcal{M}'' = (B' \cap B'', E' \cap E'', F \cap F'')\) are left closed subnets of \(\mathcal{M}\) containing the initial conditions. Also by Theorem 3, there exists prefixes \(U, V\) of \(W\) such that the occurrence nets associated to them are \(\mathcal{M}' \cup \mathcal{M}''\) and \(\mathcal{M}' \cap \mathcal{M}''\) respectively. It is not difficult to see that \(U\) and \(V\) are respectively \(\max(W', W'')\) and \(\min(W', W'')\).

**Corollary 3:** With the operations \(\min, \max\) as above, the set of prefixes of \(W\) is a complete lattice.

### 3 General algorithm for maintaining consistent view of processes in distributed systems

The global view of a process in the distributed system may be local time, local states of processes, the truth value of a stable predicate, etc. We suppose that the view of a process at a moment can contain only information extracted from the present or the past of the execution of the system. In general, the global view of a process when it performs an action \(e\), can contain only information extracted from those events and states that the event \(e\) causally depends on.

Let \(D\) be a distributed system, \(H\) be the set of its histories, \(W = (w_1, \ldots, w_N) \in H\). For a fixed index \(i\), let \(w_i = a_1 a_2 \ldots a_t\). From Corollaries 1,2 and the proof of Theorem 3, for each \(j \in \{1, \ldots, t\}\), there exists a prefix \(W'\) of \(W\) such that the \(i\)th component of \(W'\) is the prefix of the length \(j\) of \(w_i\). Such \(W'\) is called consistent global view of the process \(i\) at the point that it performs the \(j\)th action occurrence in \(w_i\). The smallest prefix having this property that its existence is from Corollaries 1,2 is denoted by \(W_{i,j}\).

**Theorem 4:** Let \(a\) be the name of the event \(e\), which is the \((l + 1)\)th letter occurrence in \(w_i\). Then,

1. if \(a = r_{ij}\) for some \(j\), then \(W_{i,l+1} = \max(W_{i,l}, W_{j,h})\Lambda_i(a)\), where \(h\) is such that the \(h\)th letter occurrence in \(w_j\) is the corresponding send of \(e\),
2. if \(a \in A_i \cup \{s_{ij}\} \text{ for some } j\), then \(W_{i,l+1} = W_{i,h}\Lambda_i(a)\).

**Proof:** If \(a = r_{ij}\) for some \(j\), then every component of \(\max(W_{i,l}, W_{j,h})\Lambda_i(a)\) is a prefix of \(w_i\). By the definition of \(W_{i,l}, W_{j,h}\), the set \(O\) of all letter occurrences in its components is a left closed subset of the one of \(W\) w.r.t. the “happens before” relation. Furthermore, \(O\) is the smallest set containing \(e\) with this property since the \(h\)th letter occurrence in \(w_j\) and the \(l\)th letter occurrence in \(w_i\) are all elements which happen immediately before \(e\). By Corollaries 1 and 2, \(\max(W_{i,l}, W_{j,h})\Lambda_i(a)\) is the smallest prefix of \(W\) containing \(e\). Hence, \(\max(W_{i,l}, W_{j,h})\Lambda_i(a) = W_{i,j+1}\). The remaining case is proven in a similar way.

Theorem 4 is a foundation of our algorithm. We introduce a function \(f\) for representing the extraction of the information that we are interested in from global view of processes in the system. The function \(f\) is from the set \(\text{Pref}(W)\) of prefixes of \(W\) to a partial ordered lattice \(K\). From Theorem 4, in order to maintain the values of \(f\), we claim that \(f\) satisfies the following conditions:

\[
f(\max(W', W'')) = s(f(W'), f(W'')) , \quad f(W') = c_i(f(W'), a),
\]

where \(s\) is a given function from \(\text{Pref}(W) \times \text{Pref}(W)\) to \(K\), and \(c_i\) is a given function from \(K \times A_i\) to \(K\). The function \(s\) represents the synthesizing of global knowledge about the system of processes, while the function \(c_i\) represents the fact that the process \(i\) can compute the global information after it has performed an action from its consistent global information it has before.

Our algorithm is given as follows. The algorithm is presented as the construction of a distributed system \(D'\) from \(D\), which is behaviorally equivalent to \(D\) with \(f(W_{i,j})\) being kept as a component of the local state of the process \(i\) when it performs the \(j\)th action occurrence in the execution of the system resulting \(W\). The messages of \(D'\) are messages of \(D\) stamped with current global view of the sending processes.

Let \(D\) be as in Definition 2. Then, \(D' = (P_1', \ldots, P_N', C', \rightarrow, M')\), where \(P'_i = (Q_i \times f(H), \rightarrow, A_i)\), \(M'_{ij} = M_{ij} \times f(H)\), the relation \(\rightarrow\) for \(P'_i\) is defined below. Let \(q, q' \in Q_i, a \in A_i, W, W' \in H\).

1. if \(q \xrightarrow{a} q'\) then \((q, f(W)) \xrightarrow{a} (q', c_i(f(W'), a))\).
2. if \( q \xrightarrow{ci} (q', m) \) then \((q, f(W)) \xrightarrow{ci} ((q', c_i(f(W), s_{ij})), (m, c_i(f(W), s_{ij})))\).

3. if \((q, m) \xrightarrow{ci} q' \) then \((q, f(W)), (m, f(W')) \xrightarrow{ci} ((q', c_i(s(f(W), f(W'))), r_{ij}))\).

The initial state of \( D' \) is \( \overline{q}^0 = ((q_0^0, f(A)), \ldots, (q_N^0, f(A)), Q) \). It can be proven that:

**Theorem 5:** \( D \) and \( D' \) are behaviorally equivalent, i.e. \( H = H' \), where \( H' \) is the set of histories of \( D' \). Furthermore, \( \overline{q}^{0 \leftarrow W} \overline{\sigma} = ((q_1, \ldots, q_n, d_N), G') \) if and only if \( \overline{q}^{0} \overset{W}{\leftarrow} \overline{\sigma} = (q_1, \ldots, q_N, G) \) for some \( G \), and \( d_i \) is \( f(W_{i,k}) \) which is the global information of the process \( i \) after it has performed the last action occurrence in the \( i \)th component of \( W \).

**Proof:** Let \( T \) and \( T' \) be labeled transition systems for \( D \) and \( D' \) respectively. The proof goes by direct induction on the length of derivation taking into account Theorem 4 and the construction of \( D' \). The details are left to the readers.

Some applications of the algorithm derived from different interpretations of the functions \( f \), \( s \) and \( c_i \) are presented below.

1. **Partial ordered logical time:** Let
   \[ f(W') = (|w_1'|, \ldots, |w_N'|), \quad K = N^N, \]
   \[ s((n_1, \ldots, n_N), (n_1', \ldots, n_N')) = (\max(n_1, n_1'), \ldots, \max(n_N, n_N')) \]
   \[ c_i((n_1, \ldots, n_N), a) = (n_1, \ldots, n_i + 1, \ldots, n_N), \]
   where \( N \) is the set of nonnegative integers, \( a \in A_i \), \( n_i \in N, i = 1, \ldots, N \).

   If we consider the length of a local computation performed by a local process as the value of its local clock, then \( f(W) \) is the tuple of values of the local clock of all processes after the execution \( W \) of the system. \( f(W_{i,j}) \) says that in any execution of the system resulting \( W \) when the process \( i \) performs the \( j \)th action occurrence, the tuple of values of local clock of all processes is at least \( f(W_{i,j}) \). Furthermore, the \( l \)th action occurrence in \( w_k \) happens before the \( j \)th action occurrence in \( w_l \) if and only if \( f(W_{k,l}) < f(W_{i,j}) \) (componentwise). So, \( f(W_{i,j}) \) is called partial ordered logical time of the event corresponding to the \( j \)th action occurrence in \( w_i \) which preserves the happens before relation between events. In this case, our algorithm becomes Fridge's one presented in [4].

2. **Checkpointing procedure:** In the system that failure can occur, reachable global states of the systems have to be recorded at some points during the computation of the systems for recovering from failure. Since \( W_{i,j} \) is a prefix of \( W \), the global state of the system after the execution of \( W_{i,j} \) is a reachable state and can be used to be recorded as a check point. For this purpose, let
   \[ f(W') = ((|w_1'|, q_1'), \ldots, (|w_N'|, q_N')) \]
   \[ s((n_1', q_1'), \ldots, (n_N', q_N')), ((n_1'', q_1''), \ldots, (n_N'', q_N'')) = ((n_1', q_1''), \ldots, (n_N'', q_N'')) \]
   where for \( i = 1, \ldots, N \), \( a \in A_i \), \( (n_i'', q_i'') = \begin{cases} (n_i', q_i') & \text{if } n_i'' < n_i' \\ (n_i', q_i') & \text{else} \end{cases} \)
   \[ c_i((n_1', q_1'), \ldots, (n_N', q_N')), a) = ((n_1', q_1'), \ldots, (n_i' + 1, q_i''), \ldots, (n_N', q_N')), \]
   in which \( q_i'' \) is the local state of the process \( i \) after it has performed the action \( a \) in the local state in \((n_i', q_i'), \ldots, (n_N', q_N')\). The tuple containing local states in \( f(W_{i,j}) \) forms a reachable state of the system. Our algorithm in this case becomes the checkpointing procedure presented in [12].

The readers are referred to this paper for the discussion of the stabilization and the advantages of the algorithm.

3. **Debugging distributed programs, state intervals:** In debugging distributed programs, ones have to determine which local states that a given local state during the execution of the programs can depend on. Since \( W_{i,j} \) contains all those action occurrences which happen before the \( j \)th action occurrence in \( w_i \), the local state of the process \( i \) after it has performed this action can be derived from the occurrence net associated to \( W_{i,j} \). Let, for this purpose,
   \[ f(W') = ((|w_1'|, q_1'), \ldots, (|w_N'|, q_N')) \]
   \[ \text{end} \]
where for \( i = 1, \ldots, N \), \( q_i' \) is the local state of the process \( i \) before it performs the last action occurrence in \( w_i' \). From the definition of \( W_{i,j} \), \( f(W_{i,j}) \) contains all local states that the local state of the process \( i \) after it has performed the \( j \) action occurrence in \( w_i \) can depend on.

In order to reduce the cost of dependency tracking in debugging distributed programs (size of the function \( f \)), we can take \( f \) to be \( f(W') = ((n_1', q_1'), \ldots, (n_N', q_N')) \), where \( n_i \) is the number of receipts in \( w_i' \), \( q_i' \) is the local state of the process \( i \) after its \( n_i \)th receipt.

The function \( s \) in both these cases are defined as in (2). The function \( c_i' \)'s are defined by the local transitions of processes.

The \( f(W_{i,j}) \) says that the local state of the process \( i \) after it has performed the \( j \)th action occurrence in \( w_i \) can depend on those local states of the process \( k, k = 1, \ldots, N \), which occur between the \( n_k \)th receipt and the \( (n_k + 1) \)th receipt. The local states of the process \( k \) occurring between the \( n_k \)th and \( (n_k + 1) \)th receipts during its execution is called state interval. This technique has been used in [5]. The readers are referred to the paper for a debugging mechanism using the algorithm with this interpretation of the function \( f \).

(4) Detecting “possible property”: Suppose that each process has a local variable \( x_i \). \( \phi \) is a predicate of the variables \( x_i \)'s. The value of \( x_i \) is updated by the process \( i \). Suppose that we wish to determine if there is an execution of \( D \) such that \( \phi \) is true at a point of the execution. This means that we have to determine if there is a reachable global state in which the tuple of values of \( x_i \)'s makes \( \phi \) true. Let, for this purpose, \( f(W') = ((n_1, v_1), \ldots, (n_N, v_N)) \), where for \( i = 1, \ldots, N \), \( n_i \) is the number of action occurrences in \( w_i' \) that update \( x_i \), \( v_i \) is the last value of \( x_i \). The function \( s \) in this case is defined as in (2). The function \( c \) is defined as

\[
c_i(((n_1, v_1), \ldots, (n_N, v_N)), a) = \begin{cases} a \text{ updates } x_i \text{ then} & ((n_1, v_1), \ldots, (n_i + 1, v_i'), \ldots, (n_N, v_N)) \\ \text{else} & ((n_1, v_1), \ldots, (n_N, v_N))\end{cases}
\]

where \( v_i' \) is the new value of \( x_i \) (updated by \( a \)). Then \( f(W_{i,j}) \) contains a tuple \((v_1, \ldots, v_N)\) in a reachable state of \( D \) after the execution represented by \( W_{i,j} \). Thus, if \( \phi(v_1, \ldots, v_N) \) is true, then \( \phi \) is detected.

The algorithm work effectively if the processes inform a monitoring process when they update their local variable.

4 Conclusion

We have presented our approach to the distributed systems and our algorithm for maintaining consistent global view of processes in distributed systems. Our algorithm includes as a special cases some familiar algorithms such as partial ordered logical time ([4]), checkpointing procedure ([12]) and distributed debugging ([5]). One of the contributions of our work is to show how global view of a process is changing during the execution of a system, how processes can exchange their knowledge about the system. The system designers can base on this observation to design protocols for verifying the possible global state properties of the systems.

The more often the local processes of a system exchange messages, the more recent the global view is. Thus, by combining with introducing control messages and by incorporating knowledge into the model, we hope that efficient algorithms for attainment of some kind of common knowledge, such as concurrent common knowledge (see [11]) can be derived. This will be in our future work.
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